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Abstract

In this constantly changing world of increasing complexity and scalability, the amount
of data that needs to be stored nowadays is growing exponentially, which makes innova-
tion in technology mandatory for serving business needs and creating new opportunities.
There are three main technologies that storage world is based on; On-premises, Cloud-
based, and Decentralized Storage Networks (DSN). Each one of these technologies has
its own usage and can be implemented to serve specific applications.

In this research, each one of these storage technologies is being studied with its
advantages and dis-advantages. Also, it gives a technically comparison between each
technology associated with the business recommendations; as it is becoming more chal-
lenging for a business to decide what is the optimum solution to implement in order to
achieve its objectives and profits.
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1 Introduction

In the age of technology explosion which we are witnessing, the advancement of
technologies like IoT, AI, etc. brings new innovative solutions and impacts in shaping
the new economic model that makes these technologies no longer “nice to have” tech-
nologies but a necessity. The shared game-changer for these technologies and in turn
businesses of all sizes that depend on it is the availability of data from every source
imaginable – social media, sensors, business applications, and many more. These tech-
nologies handle a massive amount of structured, and unstructured data and sparked the
world by showing how a fully interconnected smart world can make life much better.
In AI for example according to Umbel [4] , “Using data from multiple sources, AI can
build a store of knowledge that will ultimately enable accurate predictions about you as
a consumer that are based not just on what you buy, but on how much time you spend in
a particular part of a site or store, what you look at while you’re there, what you do buy
compared with what you don’t – and a host of other bits of data that AI can synthesize
and add to, ultimately getting to know you and what you want very, very well,” while
IoT generates a massive amount of data retained in vertical silos. Forecasts suggest that
by 2030 around 50 billion of these IoT devices will be in use around the world, creat-
ing a massive web of interconnected devices spanning everything from smartphones to
kitchen appliances [5].

Analyzing these massive amounts of data to get the insights of the business trend is
defined as ”Big Data”. Big Data usually includes data sets with sizes beyond the ability
of commonly used software tools to capture, analyze, manage, and process within a
tolerable elapsed time. Big Data is defined by three characteristics known as 3Vs which
are Volume(the size of data), Velocity(the speed of data processing), and Variety(the
different types of data), these characteristics support the process of Big Data analysis.
So due to the persistent enormous growth of data nowadays, storage systems become the
cornerstone and essential skeleton for the organizations to store these huge amounts of
data in reliable storage that have low latency and enough capacity to suffice operational
data.

However, the enormous growth in data creates the evolution of storage technolo-
gies to serve endless business needs in both on-premises and on Cloud. However, It
also showed that the current communication infrastructure aka.HTTP, or the HyperText
Transfer Protocol, regardless of being a “good enough” system for most use cases al-
ready existing now, might not be “good enough” while we are entering a new era of
data distribution with new challenges (e.g., hosting petabyte data sets, real-time media
streams, commuting on massive amounts of data across organizations, preventing los-
ing important files, etc.). Thus, a new model of storage with different infrastructure is
needed to fit in these novel processes. Hence there have been many attempts to fit in the
new internet revolution’s requirements.

In this project, we conduct an overview of three types of storage; on-premises,
cloud-based, and decentralized storage networks. Furthermore, we also identify their
challenges and potential business opportunities. To the best of our knowledge, this is
the first project that combines the three models and merges the technical review with
business benefits. We anticipate that this work can shed new light on the subsequent
studies related to storage models.
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• In Storage on premises:We are discussing the available options of on-premises
Storage architecture; Server-centric Architecture and Information-centric Archi-
tecture. Also, we are recommending the best on-premises storage option for orga-
nizations based on different factors such as capacity, scalability, backup, and re-
covery. The chapter illustrates Modern Data Center Infrastructure types (e.g. vir-
tual Infrastructure, Software-Defined Infrastructure, and orchestration) and tech-
niques for data protection and optimization by defining various types of RAID.
This chapter also introduces three products produced by Dell EMC; XtremIO X2,
a block storage array product, and Isilon, a File-based storage array product and
ECS, Object-based storage array product.

• In Storage on cloud :We are discussing the appearance of storage on Cloud that
removes the heavy burden from organizations as building data centers will need
capital expenditures and hiring staff with the appropriate expertise. Mentioning
the benefits of migrating organizations elements to a cloud computing environ-
ment. These organizations can choose to host their services in different cloud
service providers like AWS, Azure and Google Cloud, Azure is one of the top
players in the cloud technology, so it was essential to illustrate all storage ser-
vices offered by Azure such as Blob, file-share, tables, and queues.

• In Decentralized Storage: We are articulating the new concept which is, from
the architecture perspective, the contrast of the other alternatives. We are illustrat-
ing the state of the art of this novel technology that brings new economic models,
could be described as disruptive, and giving an overview of its roots and how
it has shaped over the years. Two main novel implementations of decentralized
storage networks are being discussed in depth; IPFS and Filecoin as two of the
most successful implementations that are widely supported.

Since the goal of this project is to explore the different models of storage that cur-
rently exist and follow up on the updates that currently trending in the technical world
in order to identify their challenges and potential business opportunities, we are illus-
trating our outputs as follow:

1. Articulate the pros and cons of each technology.

2. Held a technical comparison that illustrates each model technical features

3. Give recommendations based on some business use cases to help businesses make
decisions.

1.1 Research Hypotheses

1. People have issues/fears with vendor lock-in on cloud and on-premises storage
technologies.

2. Few people will be aware of a decentralized storage networks.

3. People will be willing to mine with their storage and make revenue.
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1.2 Methodology

In order to grasp the different part of each model, we have tackled different
approaches :

• Exploring white papers, docs as well as the academic papers that have addressed
these technologies.

• Taking hands-on experience through practical implementations.

• Joining the learning communities, e-interview the team behind and participate in
HackFS hackathon to dig deeper into the technology stack ( Decentralized storage
network Part ).

• Conducting a survey with purposing sampling, senior to managerial role-based
Engineers with hands-on experience in on-premises and cloud to support the
above methods.

The order of this project follows the same chronology of these models, the world
has started with on-premises, then cloud and now we are witnessing the birth of the
new model; Decentralized storage network.In each chapter, we have followed the same
line in introducing some technologies that contributed to bringing this technology to
existence to give the reader a general overview of the whole picture. The contribution
of this project includes the following aspects.

• Introducing the paper and illustrating the outline.

• Exploring storage on-premises, articulating its state of the arts, and exploring the
technical capabilities of XTREMIO,Isilon and ECS as storage samples.

• Exploring storage on Cloud, articulating its state of the arts, and exploring the
technical capabilities of Azure storage and its tool set as an example.

• Exploring decentralized storage networks, articulating its state of the arts, and
exploring the technical capabilities of IPFS and Filecoin as examples.

• The result and conclusion chapter which contains our outputs; pros and cons,
technical comparison, survey result, recommendation, and final conclusion.

• Three appendixces that contains the practical implementations as follow:

– Appendix A: ECS storage lab

– Appendix B: Azure storage lab

– Appendix C: IPFS lab
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2 Storage on Premises

The term ”On Premises” refers to local hardware, which means that the data is stored
on local servers, computers or other devices that are located within the physical confines
of an enterprise , usually in the company’s data center . For example, a company may
purchase a server on which to store data. After buying the server, the company sets it
up at their headquarters and uploads their data. Because the server is locally operated,
it’s considered on-premises data storage.

By installing and running software on hardware located within the premises of the
company, internet technology (IT) staff has physical access to the data and can directly
control the configuration, management and security of the computing infrastructure and
data.

For the organizations whose core business is not information technology, the main-
tenance of an IT infrastructure is pretty expensive. Recruiting suitably skilled staff and
arranging their trainings and certifications, software licenses and hardware infrastruc-
ture need huge investment and continuous maintenance and management responsibili-
ties.Some organizations outsource the IT infrastructure in order to reduce the costs of
its IT infrastructure and focus on the core business needs.

Another aspect of the cost involved in setting up and running a private cloud is the
total cost of ownership ”TCO”, which not only involves the initial set up cost but also
electricity cost, the cost of renewing the hardware, and staffing costs. [6]

2.1 What is a Data Center ?

A data center is a facility that centralizes an organization’s shared IT operations
and equipment for the purposes of storing, processing, and disseminating data and ap-
plications. Because they house an organization’s most critical and proprietary assets,
data centers are vital to the continuity of daily operations. Consequently, the security
and reliability of data centers and their information are among any organization’s top
priorities. [7]

Figure 2.1: Data Center
[3]
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A data center typically consists of the following: [7]

• Facility: the usable space available for IT equipment. Providing round-the-
clock access to information makes data centers some of the world’s most energy-
consuming facilities. Design to optimize space and environmental control to keep
equipment within specific temperature/humidity ranges are both emphasized.

• Support infrastructure: equipment contributing to securely sustaining the high-
est availability possible. The Up time Institute has defined four tiers of data cen-
ters, with availability ranging from 99.671 Percent to 99.995 Percent. Some com-
ponents for supporting infrastructure include:

– Uninterruptible Power Sources (UPS) – battery banks, generators and re-
dundant power sources.

– Environmental control– computer room air conditioners (CRAC); heating,
ventilation and air conditioning (HVAC) systems; and exhaust systems. Phys-
ical security systems – biometrics and video surveillance systems.

• Core components:equipment and software for IT operations and storage of data
and applications. These may include storage systems; servers; network infras-
tructure, such as switches and routers; and various information security elements,
such as firewalls.

• Operations staff: personnel available to monitor operations and maintain IT and
infrastructure equipment around the clock.

Data centers are built to fulfill the below key characteristics as shown in the figure
. Although those characteristics are applicable to almost all data center components.
However, the details here mainly focus on storage systems.

Figure 2.2: Data Center Characteristics
[3]
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Data center characteristics are: [3]

• Availability: Availability of information as and when required should be ensured.
Unavailability of information can severely affect business operations, lead to sub-
stantial financial losses, and damage the reputation of an organization.

• Security: Policies and procedures should be established, and control measures
should be implemented to prevent unauthorized access to and alteration of infor-
mation.

• Capacity: Data center operations require adequate resources to efficiently store
and process large and increasing amounts of data. When capacity requirements
increase, additional capacity should be provided either without interrupting the
availability or with minimal disruption. Capacity may be managed by adding
new resources or by reallocating existing resources.

• Scalability: Organizations may need to deploy additional resources such as com-
pute systems, new applications, and databases to meet the growing requirements.
Data center resources should scale to meet the changing requirements, without
interrupting business operations.

• Performance: Data center components should provide optimal performance based
on the required service levels.

• Data integrity: Data integrity refers to mechanisms, such as error correction
codes or parity bits, which ensure that data is stored and retrieved exactly as it
was received.

• Manageability: A data center should provide easy, flexible, and integrated man-
agement of all its components. Efficient manageability can be achieved through
automation for reducing manual intervention in common, repeatable tasks.

2.2 Evolution of storage architecture

When it comes to business data storage systems, there are two major architectures:

• Server-centric Architecture.

• Information-centric Architecture.

Deciding which is right for your business depends on the following factors:

1. Capacity: How much data do you need to store?

2. Scalability: How much data will you need to store 5 to 10 years from now?

3. Reliability: Can your business survive without its data, files and applications?
What would downtime do to your business?

4. Backup and Recovery: Where will you back up files and how often? What
would happen if you lost files?
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5. Performance: How many employees need to share/access or collaborate on files,
from where (remote or in-house) and how often?

6. Budget: How much do you have to spend? IT Staff and Resources: Do you have
a dedicated IT staff person to manage your system?

2.2.1 Server-centric Architecture

Figure 2.3: Server Centric Architecture [3]

Figure 2.3 shows an example of server-centric architecture: In this storage archi-
tecture,the digital storage system is directly attached to a server or workstation, without
a network in between. A typical DAS ”Direct -attached Storage” system is made of
a data storage device (for example enclosures holding a number of hard disk drives)
connected directly to a computer through a host bus adapter, which in the past used to
be SCSI, but these days more often eSATA, SAS or Fiber Channel. The most important
differentiation between DAS and NAS is that between the computer and DAS there is
no network device (like a hub, switch, or router).

• The servers of different departments in an organization are connected to the
shared storage over a SAN.

• The clients connect to the servers over a LAN or a WAN.

• When a new server is deployed in the environment, storage is assigned to the
server from the same shared pool of storage devices.

• The storage capacity can be increased dynamically and without impacting infor-
mation availability by adding storage devices to the pool.

• This architecture improves the overall storage capacity utilization, while making
management of information and storage more flexible and cost-effective.

The best Use Case Scenario is for small businesses that only need to share data locally,
have a defined, non-growth budget to work with and have little to no IT support to
maintain a complex system.While, the worst Use Case is for businesses that are growing
quickly, need to scale quickly, need to share across distance and collaborate or support
a lot of system users and activity at once.
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2.2.2 Information-Centric Architecture

Figure 2.4: Information Centric Architecture
[3]

To overcome the challenges of the server-centric architecture, storage evolved to the
information-centric architecture.In this storage architecture, storage devices exist inde-
pendently of servers, and are managed centrally and shared between multiple compute
systems.

Figure 2.4 above shows an example of information-centric architecture .

• The servers of different departments in an organization are connected to the
shared storage over a SAN.

• The clients connect to the servers over a LAN or a WAN.

• When a new server is deployed in the environment, storage is assigned to the
server from the same shared pool of storage devices.

• The storage capacity can be increased dynamically and without impacting infor-
mation availability by adding storage devices to the pool. [8]

This architecture improves the overall storage capacity utilization, while making man-
agement of information and storage more flexible and cost-effective.
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2.3 Software Defined Data Center

Software defined data center is an architectural approach to IT infrastructure that
extends virtualization concepts such as abstraction, pooling, and automation to all of
the data center’s resources and services to achieve IT as a service. [3]

In an SDDC environment ,the compute, storage, networking, security, and avail-
ability services are pooled, aggregated, and delivered as a service. SDDC services are
managed by intelligent, policy-driven software. [3]

SDDC is viewed as an important part in the progress towards a complete virtual-
ized data center (VDC), and is the necessary foundational infrastructure for the modern
data center.There can be software-defined compute (compute virtualization), software-
defined network (SDN), and software-defined storage (SDS).

Figure 2.5: Software Defined Data center Architecture
[3]

The software-defined approach decouples the control or management functions from
the underlying hardware components and provides it to external software, where the ex-
ternal software takes over the control operations and enables the management of multi-
vendor infrastructure components centrally. [9]

Any physical infrastructure component (compute, network, and storage) has a con-
trol path and a data path. The control path sets and manages the policies for the un-
derlying resources, while the data path is responsible for the transmission of data.In the
software-defined approach, it the control path and the data path are decoupled. By this
way , the control path, resource management function operates at the control layer. This
layer gives the ability to partition the resource pools, and manage them uniquely by pol-
icy. This decoupling of the control path and data path enables the centralization of data
provisioning and management tasks through software that is external to the infrastruc-
ture components. The software runs on a centralized compute system or a stand-alone
device, called the software-defined controller. The figure above shows the software-
defined architecture, where the management function is separated from the underlying
infrastructure components using controller. [9]
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2.4 Modern Data Center Infrastructure

Figure 2.6: Modern Data Center Infrastructure
[3]

The figure 2.6 is a block diagram showing the core IT infrastructure compo-
nents that builds up a modern data center.

Modern Data Center Infrastructure consists of five logical layers and three cross-
layer functions. The five layers are:

• Physical infrastructure.

• Virtual infrastructure.

• Software-defined infrastructure.

• Orchestration.

• Services.

The three cross-layer functions are:

• Business continuity.

• Security.

• Management.

Business continuity and security functions include mechanisms and processes that
are required to ensure a reliable and secure access to applications, information, and
services. The management function allows efficient administration of the data center
and the services for meeting business requirements.
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• Physical Infrastructure:The physical infrastructure is the building block of the
data center. It is the hardware used such as compute systems, storage systems, and
networking devices. These equipment along with the operating systems, system
software, protocols, and tools enable the physical equipment to perform their
functions. The main function of physical infrastructure is to execute the requests
generated by the virtual and software-defined infrastructure. In addition to storing
data on the storage devices, performing compute-to-compute communication and
creating backup copies of data.

• Virtual Infrastructure:The Virtual infrastructure abstracts the physical resources
in the layer below and creates virtual resources for ”compute, storage and net-
work”.This is achieved by using virtualization software that is deployed on com-
pute systems, storage systems, and network devices. For example, storage virtu-
alization software pools the capacity of multiple storage devices to create a single
large storage capacity. Similarly, compute virtualization software pools the pro-
cessing power and memory capacity of a physical compute system. This physical
computes create an aggregation of the power of all processors (in megahertz) and
all memory (in megabytes). Examples of virtual resources include virtual com-
pute (virtual machines), virtual storage (LUNs), and virtual networks.

• Software-Defined Infrastructure: SDI refers to the operation and control of
IT infrastructure entirely using software technologies and without involvement
of the human element. Processes including infrastructure control, management,
provisioning, configuration and other architectural operations are performed auto-
matically via software as per application requirements and the defined operational
policies. Since the changes are not dependent or limited to the human involve-
ment, SDI enables intelligent infrastructure processes based on the changing IT
operation requirements in real-time. The IT infrastructure therefore becomes in-
telligent, taking smart decisions on its own in order to meet the defined goals on
SLAs, performance, security and other considerations. SDI allows the infrastruc-
ture to operate as a self-aware, self-healing, self-scaling and self-optimizing IT
environment to enable truly agile business processes. [9]

• Orchestration:Data center orchestration software uses the automation of tasks
to implement processes, such as deploying new servers. Automation solutions
which orchestrate data center operations enable an agile DevOps approach for
continual improvements to applications running in the data center. [10]
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Figure 2.7: Data Center Orchestration
[10]

• Services:An IT service is a means of delivering IT resources to the end users to
enable them to achieve the desired business results and outcomes without hav-
ing any liabilities such as risks and costs associated with owning the resources.
Examples of services are application hosting, storage capacity, file services, and
email. The service layer is accessible to applications and end users. This layer
includes a service catalog that presents the information about all the IT resources
being offered as services. The service catalog is a database of information about
the services and includes various information about the services, including the de-
scription of the services, the types of services, cost, supported SLAs, and security
mechanisms. [3]

• Business Continuity:is the advance planning and preparation undertaken to en-
sure that an organization will have the capability to operate its critical business
functions during emergency events. Events can include natural disasters, a busi-
ness crisis, pandemic, workplace violence, or any event that results in a disruption
of your business operation. It is important to remember that you should plan and
prepare not only for events that will stop functions completely but for those that
also have the potential to adversely impact services or functions. [11]

• Security:The security cross layer function supports all the infrastructure layers
:physical, virtual, software-defined, orchestration, and service—to provide se-
cure services to the consumers. Security specifies the adoption of administrative
and technical mechanisms that mitigate or minimize the security threats and pro-
vide a secure data center environment.Examples of technical mechanisms include
firewall, intrusion detection and prevention systems, and anti-virus software.

• Management:The management cross-layer function enables IT administrators to
manage the data center infrastructure and services.Some of these tasks include
handling of infrastructure configuration, resource provisioning, problem resolu-
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tion, capacity, availability, and compliance conformance. This function supports
all the layers to perform monitoring, management, and reporting for the entities
of the infrastructure.

2.5 Intelligent Storage Systems

Figure 2.8: Intelligent Storage Systems
[12]

The intelligent storage system is a feature-rich RAID arrays that provide highly
optimized I/O processing capabilities [13].These storage systems are configured with a
huge amount of memory named cache which use sophisticated algorithms to meet the
I/O requirements of performance-sensitive applications.

These applications require high levels of performance, availability, security, and
scalability. Therefore, to meet the requirements of the applications, many vendors of
intelligent storage systems now support SSDs , which are solid state drives that contain
non-volatile flash memory hybrid drives.These drives are well suited for low-latency
applications that require consistent, low (less than 1 millisecond) read/write response
times. Encryption, compression, deduplication, and scale-out architecture.

Figure 2.9 shows the components of an intelligent storage system :

Figure 2.9: Intelligent Storage Systems
[3]
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There are two main components of an intelligent storage system:Controller and
Storage .

Figure 2.10: Intelligent Storage Systems

[3]

A storage system can have all hard disk drives, all solid state drives, or a combi-
nation of both. .The controller is a compute system that runs a purpose-built operating
system that is responsible for performing several key functions for the storage system.
Examples of such functions are:

• Serving I/Os from the application servers.

• Storage Management.

• RAID protection ”Redundant Array of In dependant Disks”: is a data storage
structure enabling a data center to combine two or more physical storage devices,
such as HDDs, SSDs, or both, into a logical unit that the attached system views
as a single drive.RAID can either be hardware-based or software-based.

• Local and remote replication:Data replication is the process of storing the same
data in multiple locations to improve data availability and accessibility.One com-
mon use of data replication is for disaster recovery, to ensure that an accurate
backup exists at all times in case of a catastrophe, hardware failure, or a system
breach where data is compromised.

• Provisioning storage:Storage provisioning is the process of assigning storage
capacity to servers, computers, virtual machines or any other computing device.

• Automated tiering:Automated tiering is a quality of storage service feature that
enables logical volumes or LUNs to span different tiers of storage and transpar-
ently move portions of the logical volume between tiers of storage to minimize
storage costs and deliver consistent performance and throughput. [14]

• Data compression:Data compression is the process of encoding, restructuring or
otherwise modifying data in order to reduce its size. Fundamentally, it involves
re-encoding information using fewer bits than the original representation. [15]

• Data encryption:Data encryption means encrypting data while it passes to stor-
age devices, such as individual hard disks, tape drives, or the libraries and arrays
that contain them. Using storage level encryption along with database and file
encryption goes a long way toward offsetting the risk of losing your data.
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• Intelligent cache management:Cache is a type of memory that is used to in-
crease the speed of data access. Normally, the data required for any process
resides in the main memory. However, it is transferred to the cache memory
temporarily if it is used frequently enough.

An intelligent storage system typically has more than one controller for redundancy.
Each controller consists of one or more processors and a certain amount of cache mem-
ory to process a large number of I/O requests. These controllers are connected to the
compute system either directly or via a storage network. The controllers receive I/O
requests from the compute systems that are read or written from/to the storage by the
controller. Depending on the type of the data access method used for a storage sys-
tem, the controller can either be classified as block-based, file-based, object-based, or
unified.

2.6 RAID Techniques

RAID ”Redundant Arrays of Independent Disks ” is a technique that combines mul-
tiple disk drives into a logical unit (RAID set) in order to achieve data protection, high
performance, or both.

RAID is typically implemented on the compute system or on the storage system.
The key functions of a RAID controller are: management and control of drive ag-
gregations, translation of I/O requests between logical and physical drives, and data
regeneration in case of drive failures.

Software RAID uses compute system-based software to provide RAID functions
and is implemented at the operating-system level. Software RAID implementations
offer cost and simplicity benefits when compared with hardware RAID. However, they
have the following limitations [3]:

• Performance: Software RAID affects the overall system performance. This is
due to additional CPU cycles required to perform RAID calculations.

• Supported features: Software RAID does not support all RAID levels.

• Operating system compatibility: Software RAID is tied to the operating sys-
tem; hence, upgrades to software RAID or to the operating system should be
validated for compatibility. This leads to inflexibility in the data-processing envi-
ronment.

There are seven RAID level groups :

RAID 0 implements striping, which means that the data is divided into strips and
each strip is written on different hard disks in the disk array. RAID 0 requires a mini-
mum of two disk drives to be implemented. The design is simple and easy to implement.
However, since there is no redundancy, it doesn’t provide fault tolerance. If even one
drive fails, data across the drive array will be lost.

RAID 1 implements mirroring , which means that data is duplicated in both the
disks. On disk failure, the recovery is easier as compared to other RAID levels. Data
just needs to be copied into the new disk. Write performance is worse than writing on
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Figure 2.11: RAID 0 - Striped Disk Array without Fault Tolerance
[16]

Figure 2.12: RAID 1-Mirroring
[16]

a single disk as multiple writes have to be done, The design is simple. However, the
major drawback of RAID 1 is that actual disk utilization is only 50 percent as half of
the disks are utilized for mirroring.

Figure 2.13: RAID 3-Striping with Bit Level Parity
[16]

RAID 3 implements byte level striping with parity. It requires a minimum of 3
disks to be implemented. Data to be written is divided into stripes and stripe parity
is calculated for every write operation. The stripe parity is stored on a separate parity
disk.It provides fault tolerance and disk usage is better than that of mirroring. Controller
design is quite complex. Write operations are slow as there are overheads of parity
calculation and writing parity to a separate disk. Read operations are faster as compared
to write.

RAID 4 implements block level striping with parity. It requires a minimum of 3
disks to be implemented. It uses block-level data striping and a dedicated disk for
storing parity bits. It does not require synchronized spinning, and each disk functions
independently when single data blocks are requested. This is in contrast to RAID 3,
which stripes at block-level, versus bit-level.This configuration requires at least three
disks.

RAID 5 is the most useful RAID mode when a larger number of physical disks
are combined, and redundant information in terms of parity is still maintained. To
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Figure 2.14: RAID 4-Striping with Block Level Parity
[16]

Figure 2.15: RAID 5-Distributed Parity
[16]

implement RAID-5 a minimum of 3 disks are required. The difference between RAID-
5 and RAID-4 is that the parity information is distributed evenly in the drives, thus
avoiding the bottleneck problem in RAID-4. RAID-5 also can sustain maximum one
disk failure at a time. Reading is similar to RAID 0 but writes can be expensive. Writing
to disk array requires reading of whole row, calculating parity and then rewriting data
which makes the writing a bit slow. The drawbacks of RAID-5 are that the controller
design is very complex and rebuilding data in case of disk failure is difficult if compared
to RAID level 1.

Figure 2.16: RAID 6-Distributed Dual Parity

RAID-6 is an extension of RAID-5 to provide additional fault tolerance by using
dual distributed parity schemes. Dual parity scheme helps survive two disk failures at
a time without data loss.RAID-6 is a perfect solution for mission critical applications.
Read performances are same as that in RAID-5 but writes are slow due to dual parity
calculation overhead. Disk usage is less as compared to RAID-5 as more space is
required to store two parities.
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2.7 Block Based Storage Systems

Block Level Storage refers specifically to saving data in volumes called blocks. It
is when a raw volume of data storage is presented to a server, usually from a storage
attached network (SAN), and each volume block can function as an individual hard
drive or storage repository.

Block storage can be presented to any operating system as a mounted drive volume.
A storage consultant can allocate almost any size of data volume to a server. The end
user will simply see this as a mapped drive or a local hard drive on the server’s operating
system. The server operating systems can access the storage blocks over high-speed
Fiber Channel or iSCSI connectivity options.

Figure 2.17 shows an example of a block storage array product is XtremIO :

Figure 2.17: XtremIO
[17]

XtremIO is one of Dell EMC’s high end all block flash storage arrays that is designed
for high performance. Supplying consistent, predictable sub-millisecond latency with
high IOPs is the foundation of XtremIO X2. XtremIO X2 is scalable where perfor-
mance, memory, and capacity increase linearly. XtremIO X2 offers advanced features
and a rich set of data services. Inline data reduction where it efficiently stores only
unique 16 kB blocks of data. This provides savings on storage cost by avoiding writes
of duplicate blocks to Flash. Since XtremIO X2 is a fully thin provisioned storage sys-
tem, even more storage savings are realized. The XtremIO X2 is simple and straight
forward to use. The array has an easy to use graphical interface, simple volume provi-
sioning, and requires minimal design and implementation efforts.

What makes XtremIOX2 unique?

1. XtremIOX2s unique content-based metadata engine coupled with its scale-out
architecture delivers the unique value. You grow an XtremIOX2 cluster by non-
disruptively adding more X-Bricks, linearly increasing both capacity and perfor-
mance at the same time.

2. The volumes are always thin-provisioned, the only writes performed to the disks
are for data that are globally unique across the entire cluster.
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3. All the data services are inline, all the time. So as the writes come in, the metadata
engine looks at the content of the data blocks. It performs the writes to the SSDs
only if the cluster did not see the data before. For duplicate data, it just acknowl-
edges the writes to the host with appropriate updates to in-memory metadata with-
out actually performing any writes to the SSDs. This inline deduplication saves
tremendous capacity for persistent desktops without affecting performance at all.

4. Inline compression adds to XtremIOX2s data reduction efficiencies.

5. XtremIOX2 has a proprietary Flash-based data protection algorithm (XDP) that
offers better than RAID-10 performance with RAID 5 capacity savings.

6. XtremIOX2s differentiated agile copy data service helps you provision and de-
ploy desktops at a much faster rate than any other Flash-based solution on the
market. [18]

Figure 2.18: XtremIO
[17]

2.8 File based Storage System

File-based storage is a progressive storage technique used to sort out and store
data especially unstructured data on a PC’s hard drive or on network-attached stor-
age (NAS) device. As shown in the below figure , data is stored in files, the files are
organized in folders, and the folders are organized under a hierarchy of directories and
sub-directories. To locate a file, all you or your computer system need is the path—from
directory to sub-directory to folder to file. Data can be accessed using the Network File
System (NFS) protocol for Unix or Linux, or the Server Message Block (SMB) protocol
for Microsoft Windows.

An example of a File-based storage array product is Isilon:
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Figure 2.19: File based storage
[3]

Dell EMC Isilon all-flash storage platforms, powered by the OneFS operating sys-
tem, provide a powerful yet simple scale-out storage architecture to speed access to
massive amounts of unstructured data, while dramatically reducing cost and complex-
ity. With a highly dense design that contains 4 nodes within a single 4U chassis, all-
flash platforms deliver extreme performance and efficiency for your most demanding
unstructured data applications and workloads. The all-flash platforms are available in 2
product lines:

• Isilon F800: Provides massive performance and capacity. It delivers up to 250,000
IOPS and 15 GB/s aggregate throughput in a single chassis configuration and up
to 15.75M IOPS and 945 GB/s of aggregate throughput in a 252node5 cluster.
Each chassis houses 60 SSDs with a capacity choice of 1.6 TB, 3.2 TB, 3.84 TB,
7.68 TB or 15.36 TB per drive. This allows you to scale raw storage capacity1
from 96 TB to 924 TB in a single 4U chassis and up to 58 PB5 in a single cluster.

• Isilon F810: Provides massive performance and capacity along with inline data
compression and deduplication capabilities to deliver extreme efficiency. The
F810 delivers up to 250,000 IOPS and 15 GB/sec aggregate throughput in a sin-
gle chassis configuration and up to 15.75M IOPS and 945 GB/s of aggregate
throughput in a 252 node cluster2 . Each F810 chassis houses 60 SSDs with a
capacity choice of 3.84 TB, 7.68 TB or 15.36 TB per drive. This allows you to
scale raw storage capacity from 230 TB to 924 TB in a 4U chassis and up to 58
PB of raw storage in a single cluster. Depending on your specific data set and
workload, F810 inline data compression and deduplication delivers up to a 3:1
reduction in storage requirements, this increasing the effective capacity up to 138
PB per cluster.

1. Efficiency: Isilon scale-out storage delivers up to 80 percent storage uti-
lization versus about 50 percent for traditional NAS platforms. SmartD-
edupe data deduplication software enhances storage efficiency to reduce
your physical storage requirements by up to 35 percent. A policy-based,
automated tiering option allows you to optimize storage resources and fur-
ther lower costs. In addition to these advantages that apply to all Isilon
platforms, F810 all-flash offers inline data compression and data dedupli-
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cation to further reduce data storage infrastructure requirements, increase
density and lower costs.

2. Flexibility: Powered by the OneFS operating system, Isilon all-flash stor-
age supports all major protocols and data access methods including NFS,
SMB, HDFS, HTTP, and FTP. This means that you can support a wide
range of unstructured data applications and workloads on a single storage
platform.

3. Data protection: All-flash platforms are highly resilient and offers N+1
through N+4 redundancy. With OneFS you may also choose from a variety
of efficient and proven enterprise data backup and disaster recovery options.

4. Security: All-flash platforms offer a broad range of robust security op-
tions including FIPS 140-2 level 2 self-encrypting drives, rolebased access
control (RBAC), secure access zones, SEC 17a-4 compliant WORM data
immutability, and file system auditing support. [19]

Figure 2.20: File based storage

2.9 Object Based Storage Storage Systems

Object based storage is an interface for data storage in order to manage huge vol-
umes of unstructured data. This is data that does not correspond to a standard relational
database of rows and columns or cannot be easily structured into that. This includes
email, videos, photos, web pages, audio files, sensor data, and other types of media and
web content (textual or non-textual). This content streams continuously from social
media, search engines, mobile, and “smart” devices. Enterprises are finding it challeng-
ing to efficiently store and manage this unprecedented volume of data. Object based
storage has emerged as the preferred method for data archiving and backup. It offers a
level of scalability not possible with traditional file- or block-based storage. With object
based storage, one can store and manage data volumes on the order of terabytes (TBs),
petabytes (PBs), and even larger.

Objects are discrete units of data that are stored in a structurally flat data environ-
ment. There are no folders, directories, or complex hierarchies as in a file-based system.
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Each object is a simple, self-contained repository that includes the data, metadata (de-
scriptive information associated with an object), and a unique identifying ID number,
instead of a file name and file path. This information enables an application to locate
and access the object. One can aggregate object storage devices into larger storage
pools and distribute these storage pools across locations. Data in an object storage sys-
tem are accessed via application programming interfaces (APIs). The native API for
object storage is an HTTP-based RESTful API. These APIs query an object’s metadata
to locate the desired data via the Internet from anywhere, on any device. RESTful APIs
use HTTP commands like “PUT” or “POST” to upload an object, “GET” to retrieve an
object, and “DELETE” to remove it.

Figure 2.21: Object Based Storage Benefits

An example of a Object-based storage array product is ECS:

ECS provides significant value for enterprises and service providers seeking a plat-
form architected to support rapid data growth. The main advantages and features of
ECS that enable enterprises to globally manage and store distributed content at scale
include: [20]

• Cloud Scale - ECS is an object storage platform for both traditional and next-
gen workloads. ECS’s software-defined layered architecture promotes limitless
scalability. Feature highlights are:

1. Globally distributed object infrastructure.

2. Exabyte+ scale without limits on storage pool, cluster or federated environ-
ment capacity.

3. No limits exist on the number of objects in a system or name space .
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4. Efficient at both small and large file workloads with no limits to object size.

• Flexible Deployment - ECS has unmatched flexibility with features such as:

1. Appliance deployment.

2. Software-only deployment with support for certified or custom industry
standard hardware.

3. Multi-protocol support: Object (S3, Swift, Atmos, CAS) and File (HDFS,
NFSv3).

4. Multiple workloads: Modern apps and long-term archive.

5. Secondary storage for Data Domain Cloud Tier and Isilon using Cloud-
Pools.

6. Non-disruptive upgrade paths from previous to current generation ECS mod-
els.

• Enterprise Grade - ECS provides customers more control of their data assets
with enterprise class storage in a secure and compliant system with features such
as:

1. Data-at-rest (D@RE) with key rotation and external key management.

2. Encrypted inter-site communication

3. Disables ports 9101/9206 by default to empowers organizations to meet
compliance policies.

4. Reporting, policy- and event-based record retention and platform hardening
for SEC Rule 17a4(f) compliance including advanced retention manage-
ment such as litigation hold and min-max governance.

5. Compliance with Defense Information Systems Agency (DISA) Security
Technical Implementation Guide (STIG) hardening guidelines.

6. Authentication, authorization and access controls with Active directory and
LDAP.

7. Integration with monitoring and alerting infrastructure (SNMP traps and
SYSLOG).

8. Enhanced enterprise capabilities (multi-tenancy, capacity monitoring and
alerting).

• TCO Reduction - ECS can dramatically reduce Total Cost of Ownership (TCO)
relative to both traditional storage and public cloud storage. It even offers a lower
TCO than tape for long-term retention.
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3 Storage On Cloud

According to NIST (National Institute of Standard and Technology) definition, ”cloud
computing is a model for enabling ubiquitous, convenient, on-demand network access
to a shared pool of configurable computing resources (e.g., networks, servers, storage,
applications and services) that can be rapidly provisioned and released with minimal
management effort or service provider interaction.” [21]

People may think that the concept of cloud computing appeared in the 21st century
although it goes back over 60 years.Cloud computing has evolved gradually through a
number of phases: [22]

In 1960,the computer scientist John McCarthy, shared a concept of time sharing,
and enabled Organization to use expensive resources simultaneously.

In 1969,J.C.R. Licklider,who helped develop the ARPANET (Advanced Research
Projects Agency Network), introduced the idea of an “Intergalactic Computer Network”
or “Galactic Network” that aimed to let everybody on the earth to be able to intercon-
nect and access data at any site from anywhere (a concept that is similar to the Internet
nowadays).

In 1970,it became possible to run more than one Operating System simultaneously
in an isolated environment which is the virtualization concept. It was possible to run a
completely different Computer (virtual machine) inside a different Operating System.

In 1997,Prof. Ramnath Chellappa in Dallas introduced the first definition of the
term “Cloud Computing” – “A computing paradigm where the boundaries of comput-
ing will be determined by economic rationale rather than technical limits alone.”

In 1999, Salesforce.com an american company introduced the ability to deliver
enterprise-level application on the Internet using a simple website.

In 2003, hypervisor, a software system that allows the execution of multiple virtual
guest operating systems simultaneously on a single device,was first introduced.

In 2006, Amazon increased its cloud services. by introducing Elastic Compute
cloud (EC2), which allowed users to access computers and run their own applications
on them, all on the cloud. Then it launched Simple Storage Service (S3). This intro-
duced the pay-as-you-go model to both users and the industry as a whole.

In 2007,MIT student created file hosting service that is called Dropbox which offers
file storage and synchronization.

In 2009,Microsoft introduced its cloud computing platform,Windows Azure and the
same year google introduced one of the famous browser based enterprise applications
which is Google Apps .
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The following figure shows the movement of the organization from traditional data
center on-premises architecture to be on the cloud according to the Gartner estimation
in 2019.

Figure 3.1: Gartner estimation for the growth of the cloud technology
[23]

3.1 Cloud characteristics

NIST (National Institute of Standard and Technology) defines five essential charac-
teristics for cloud computing:

• On-demand self-service: “A consumer can unilaterally provision computing
capabilities, such as server time or networked storage, as needed automatically
without requiring human interaction with each service provider. [24]

• Broad network access: “Capabilities are available over the network and ac-
cessed through standard mechanisms that promote use by heterogeneous thin or
thick client platforms (e.g.,mobile phones, tablets, laptops, and workstations).
[24]

• Resource pooling: “The provider’s computing resources are pooled to serve mul-
tiple consumers using a multi-tenant model, with different physical and virtual
resources dynamically assigned and reassigned according to consumer demand.
There is a sense of location independence. In that the customer generally has no
control or knowledge over the exact location of the provided resources but may
be able to specify location at a higher level of abstraction (e.g., country, state, or
data center). Examples of resources include storage, processing, memory, and
network bandwidth” [24].

• Rapid elasticity:“Capabilities can be rapidly and elastically provisioned, in some
cases automatically, to scale rapidly outward and inward commensurate with de-
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mand. To the consumer, the capabilities available for provisioning often appear
to be unlimited and can be appropriated in any quantity at any time.” [24]

• Measured service: “Cloud systems automatically control and optimize resource
use by leveraging a metering capability at some level of abstraction appropri-
ate to the type of service (e.g., storage, processing, bandwidth, and active user
accounts). Resource usage can be monitored, controlled, and reported, providing
transparency for both the provider and consumer of the utilized service.” [24].Me-
tering service also introduces the concept of pay-per-use or Pay-as-you-Go to
the consumer with a better sense of resource consumption and provides trans-
parency in billing that meet the service level agreement.

3.2 Cloud Service Models

Cloud computing offers three different service models with different capabilities
and are suitable for different consumers.these service models are:

• Infrastructure as a Service: “The capability provided to the consumer is to
provision processing, storage, networks, and other fundamental computing re-
sources where the consumer is able to deploy and run arbitrary software, which
can include operating systems and applications. The consumer does not manage
or control the underlying cloud infrastructure but has control over operating sys-
tems, storage, and deployed applications; and possibly limited control of select
networking components (for example,host firewalls).” [24] One of the famous
examples for IaaS is AWS(Amazon Web Services) EC2.

• Platform as a Service: “The capability provided to the consumer is to deploy
onto the cloud infrastructure consumer-created or acquired applications created
using programming languages, libraries, services, and tools supported by the
provider. The consumer does not manage or control the underlying cloud in-
frastructure including network, servers, operating systems, or storage, but has
control over the deployed applications and possibly configuration settings for the
application-hosting environment.” [24] .One of the famous examples for PaaS is
Google App Engine.

• Software as a Service: “The capability provided to the consumer is to use the
provider’s applications running on a cloud infrastructure. The applications are
accessible from various client devices through either a thin client interface, such
as a web browser (for example, web-based email), or a program interface. The
consumer does not manage or control the underlying cloud infrastructure includ-
ing network, servers, operating systems, storage, or even individual application
capabilities, with the possible exception of limited user-specific application con-
figuration settings.” [24] .One of the famous examples of SaaS is Dropbox.
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The below figure shows the customer management role in case of on-premises,IaaS,PaaS
and SaaS.

Figure 3.2: On-premise vs Cloud Computing service models
[25]

3.3 Cloud Deployment Models

A cloud deployment model is a model that shows how cloud infrastructure is
built, managed, and accessed. In SP 800-145, [24] defines four primary cloud
deployment models for the cloud computing which are:

– Public cloud: “The cloud infrastructure is provisioned for open use by the
general public. It may be owned, managed, and operated by a business,
academic, or government organization, or some combination of them. It
exists on the premises of the cloud provider.” [24].

– Private cloud: “The cloud infrastructure is provisioned for exclusive use
by a single organization comprising multiple consumers (for example, busi-
ness units). It may be owned, managed, and operated by the organization,
a third party, or some combination of them, and it may exist on or off
premises.” [24]. On the private cloud,the cloud services are dedicated to
the departments and business units within this organization.

– Community cloud: “The cloud infrastructure is provisioned for exclusive
use by a specific community of consumers from organizations that have
shared concerns (for example, mission,security requirements, policy, and
compliance considerations). It may be owned, managed, and operated by
one or more of the organizations in the community, a third party, or some
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combination of them, and it may exist on or off premises.” [24] A commu-
nity cloud is a cloud infrastructure that is established to be used by a group
of organizations that share common goals or requirements.

– Hybrid cloud: “The cloud infrastructure is a composition of two or more
distinct cloud infrastructures (private, community, or public) that remain
unique entities, but are bound by standardized or proprietary technology
that enables data and application portability (for example, cloud bursting
for load balancing between clouds.)” – [24]
The following figure shows the difference between Public Cloud,Private
Cloud, Community Cloud and Hybrid Cloud.

Figure 3.3: Cloud Computing Deployment model
[26]

3.4 Cloud computing advantages and disadvantages

Cloud computing offers your business numerous advantages. It permits you to
set up a virtual office to give you the ability of associating with your business from
anywhere and at any time. With the developing number of web-enabled devices such
as(smartphones, tablets) cloud computing makes accessing your data much easier. There
are many benefits that let any organization to move from traditional environment to the
cloud such as:

• Business agility:In a traditional environment,the process of adding or having new
IT resources may take hard procedures and approvals which leads the operations
to be delayed and can increase time-to market.cloud computing,provides quick
resource provisioning at any time that reduces the time to market and responds
more quickly for the market changing.

• Reduced IT costs:In a traditional environment, resources are dedicated to spe-
cific business applications.In cloud computing provides consumers pay only for
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the resources needed to be accessed in the cloud based on pay-per-use or pay-as-
you go.which leads to decrease consumer’s IT capital expenditure (CAPEX) as
investment is done for the required resources.

• High availability:Cloud computing ensures resource availability at different lev-
els by using redundancy techniques for compute systems, network paths, and
storage equipment, along with clustered software which allows fault tolerance
for cloud deployments. Redundancy techniques can handle multiple data centers
located in different geographic regions, which prevents losing data due to regional
failures.

• Business continuity:One of the important things that can affect the organiza-
tion’s reputations is loss of IT service availability which also leads to crucial
financial losses to organizations .Cloud business continuity can reduce the effect
of downtime using the disaster recovery concept which aims to have a remote
secondary site.organization can use cloud-based backup to preserve additional
copies of their data that can be retrieved in the case of an outage.

• Flexible scaling:In cloud computing it is easy to scale up IT resources to meet
workload demand without the need of buying additional compute systems as con-
sumers use shared pool of resources and once the consumer release the compute
resources after the task is completed and thus other consumers can use this re-
leased resource using the concept of pay for what you use.

• Flexibility of access:In a traditional environment,dedicated devices such as desk-
top are used to access the IT resources .In cloud computing,we can access from
any place the application using any device such as mobile,laptop,desktop and so
on.

Although there are a lot of organization that move to cloud there are some
disadvantage that face the organizations when moving to the cloud which are:

• Security: Although cloud providers try always to secure their infrastructure there
is still an issue with the security. One of the latest examples of this was the breach
that happened to google cloud database on march 2020, about 800 gigabytes of
personal user information were breached that put a large number of people at risk
since more than 200 million detailed user records. [27]

• The need of high speed internet:To have the ability to access the cloud you need
a stable and high speed internet that gives you the ability to download or upload
files on the cloud.

• Vendor Lock-in:Migration from one cloud service provider to another you may
face the problem of interoperability and compatibility between different vendors.

3.5 Cloud Service providers

Cloud computing is distinguished by the capability of provisioning computing re-
sources automatically and in a-fast way for organizations that don’t own Data Cen-
ters which in turn removing the cost of installing and maintaining server operations
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,therefore cloud computing was adopted by various companies Microsoft ,Amazon and
Google that will be discussed later in this section.

3.5.1 Azure

Microsoft Azure is a platform of cloud computing services that contains technolo-
gies and solutions from Microsoft and other companies. Instead of establishing or leas-
ing Data centers, Azure’s billing is based on what resources do you use and consume
giving you the flexibility to choose any service that it provides from a catalogue service.
Pricing depends on various types of services, such as storage types, and region location
from which your Azure instances running.

In October 2008 The Azure platform was declared, and became available in the
market in February 2010. It was known for Windows Azure, after that it was renamed
to Microsoft Azure in July 2014. Other services has been appended to regions since
launching.

Azure attracts organizations that are running Microsoft solutions like active direc-
tory ,exchange and SharePoint especially if these companies have to upgrade their op-
erating system from windows 2008 to 2019,they found that migrating to cloud would
be easy and transparent take place with no issues as long as exchange and SharePoint
are available as software as a service.

Microsoft’s Azure for Students program gives a credit of 100 dollars available for 12
months, beside access to more than 25 free products, including Virtual Machines, File
Storage, and SQL Databases for the first 12 months, while other products are always
free.

Blob storage, file service, table, queue, Virtual machines Azure, Cosmos DB, and
Azure Active Directory are all examples of services supported by Azure. [28]

3.5.2 AWS

AWS is a cloud computing services and applications offered by Amazon.com. The
most popular of these services include Elastic Compute Cloud (EC2) and Simple Stor-
age Service (S3) companies like “Netflix” have moved their business to AWS.

The AWS platform begins at 2006, with limited regions and services then new types
of services was growing since launch.Presently, AWS services are available in distinct
global ”regions”: US East (Ohio and Northern Virginia), US West (Oregon and North-
ern California), Canada, (Montreal), Brazil (São Paulo), England (London), EU (Ire-
land, France, Italy, Sweden, and Germany), Middle East (Bahrain), Africa (Cape Town),
Asia Pacific (Singapore, Sydney, Tokyo, Seoul, Osaka, Mumbai, and Hong Kong), and
Mainland China (Beijing, Ningxia).

AWS attracts any organization for using different services in AWS such as using
S3 Glacier for offsite backups. While AWS begins as a cloud replacement for simple
storage and compute operations, it has services that can meet any use case, with dedi-
cated services for databases, IoT development, business productivity, messaging, game
development, virtual desktops, analytics, machine learning.
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Developers have the option to begin with AWS through the Free Tier, which is
provided to anyone with no constraints or difficulties for the first 12 months. It features
750 hours per month of EC2 t.2 micro instances of Linux or Windows, as well as 5 GB
of standard storage in S3 with 20,000 GET and 2,000 PUT requests.

Beside EC2 and S3 services, Relational Database Service (RDS) is a scalable database
server that supports MySQL/MariaDB, PostgreSQL, Oracle, and Microsoft SQL Server,
as well as Amazon’s own Aurora implementation of MySQL. Similarly, Dynamo DB
offers scalable NoSQL database support. [29]

3.5.3 Google Cloud

Google App Engine was published in April 2008 as a Platform as a Service (PaaS)
resource to help the developers to program and host applications on Google’s infras-
tructure in order to reach the increasing trend in web applications. App Engine came on
the play in September 2011, in 2013 the Google Cloud Platform name was announced.

Google Cloud Platform introduces a set of tools that Google cloud developed were
intended for for internal use. This caused a big problem. Google designed cloud ser-
vices for beginners and Small Business, gives an offer beginning with 100,000 dollars
of Cloud Platform credits to startups. GCP was not flexible and up-to-date with diverse
use cases.

As mentioned, Google’s first foray into cloud services was the Google App Engine
back in 2008. The initial appearance of Google platform was the Google App Engine
in 2008 as discussed earlier. After 2 years, extending a storage layer has been declared
by Google. In 2012, a partner program was started to generate the platform. BigQuery
the compute Engine showed up, cloud SQL and the rest of the tools that form today’s
Google Cloud Platform.

Google provides users a free tier for Cloud Platform, beside a free 12-month trial
with credit for organizations that want to study the cloud and know all the available fea-
tures. free credits are given by Google to select startups working with big organizations
through the Google Cloud for Startups promotion. Google gives a tool for live migra-
tions (simply titled Live Migration), which let the virtual machine instance to continue
to operate in case a host failure.

Regarding storage;Cloud Storage, Persistent Disk, Cloud File store are examples of
services provided by Cloud. [30]

The following figure shows the position of cloud service provider according to Gart-
ner chart for July 2019.

3.6 Storage on cloud

Cloud storage is a service model which provides storing and transmission of data on
remote storage systems enabling the users to access it over a network(internet). Cloud
Storage systems can be accessed from any location and can be accessed from any device
.Data on these remote storage systems can be managed and backed up.The payment for
storing data on cloud is based on the concept of pay-as-you go or pay-as-you consume.
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Figure 3.4: Gartner analysis for the growth of cloud service provider in the market
[31]

There are three types of storage models: public cloud storage that is used with the un-
structured data, private cloud storage that offers more control over the data by using
a company firewall,hybrid cloud storage which is a combination of public and private
cloud services that offers more flexibility.As mentioned before, cloud computing in gen-
eral has its pros and cons also the cloud storage has the advantages and disadvantages.

Cloud storage benefits:

• Pay as you use:consumers pay only for what they use from the resources which
reduce the cost as there is no need for the consumers to buy new storage devices
or pay for the electricity of the powering system.

• Data Redundancy:cloud storage vendors enable high durability and availability
for the data by having multiple copies of data on different data centers and also
in different geographical regions.

• Data Tiering:cloud storage vendors provide access tiers to the data depending
on the frequently accessed data. This saves cost as the infrequently accessed data
is put in the archive tier that has lower cost for storing the data than the hot tier
that is used with frequently accessed data.

Cloud Storage drawbacks:

• Internet utilization: one of the cloud storage cons is the need for high inter-
net speed with high bandwidth since any interruption in the internet speed and
bandwidth affects the performance of taking backups for the data and restoring it.
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• Security: one of the concerns for any organization to move to cloud storage is
that it has no control on the data on the cloud compared to the data on premises.
Conclusion: Moving to the cloud storage increases day by day since it has less
drawbacks compared to its benefits as it reduce cost and enable high availability
and durability.

3.7 Azure Storage

In this section we will focus on one of the services that Microsoft cloud service
provider(see section 1.6) offers which is Azure Storage. Azure Storage enables different
types of storage services such as storing for a file system service for the cloud,disk
storage for Azure virtual machines (VMs),data objects, a messaging store for reliable
messaging, and a NoSQL store. These services characterized by the following:

• Accessibility:You can access the data in Azure Storage from anywhere in the
world over HTTP or HTTPS.Client libraries with different languages is offered to
Azure Storage by microsoft such as Go, Python, .NET, Java, Node.js, PHP, Ruby,
and others, in addition to REST API. Azure Storage also enables an easy way
to deal with data by providing GUI interfaces such as Azure portal and Azure
Storage Explorer .Azure also supports scripting in Azure PowerShell or Azure
CLI.

• Scalability: Azure Storage offers high scalability to face the data storage and
performance needs of today’s applications.

• Managed: All the management needs for hardware maintenance, updates, and
critical issues is done by Azure .

• Secure: Azure offers you control over who has accessed your data.Azure en-
crypts all the written data.

• Durability and highly availability: Using redundancy techniques provides dura-
bility for the data and gives high availability in case of outage scenarios by having
multiple copies of the data stored in different regions.

To store any data to Azure Storage you should first create a storage account which
contains Azure Storage data(see section 3.7.1) .Before displaying the different
types of Azure Storage Account we will take a whole look for the hierarchy of
Azure resources. [32]
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Hierarchy of Azure resources

The following figure shows the hierarchy of Azure resources that consists of the
Subscription,Resource Group,Resources,Storage account and different types of data
that are stored in storage account.

Figure 3.5: Hierarchy of Azure resources

• Subscription:First stage in the hierarchy of Azure resources is having a sub-
scription on Azure.Subscription is a logical container that contains all the azure
resource groups and resources.Th cost of any service is managed at the subscrip-
tion level for example if you create a virtual machine and run it for a time, the
cost will be managed at the subscription.

• Management Group:Management Group is a logical container that provides a
management level above subscriptions for organizations that have many subscrip-
tions.It enables the organization to manage the access and policies of these sub-
scriptions by creating a management group contains subscriptions and applying
to it the conditions and policies needed,all the subscriptions in this management
group inherit the conditions applied on it.

• Resource Group:Resource Group is a logical container that groups resources
together so they can be managed as a single entity.

• Resources:Resources are any item that can be managed by Azure such as virtual
machines,storage accounts and virtual networks.

• Storage Account:Storage Account holds all of Azure Storage data objects: blobs,
files, queues, tables, and disks(see section Azure storage services .Data in Azure
storage account is secure,durable and highly available and scalable.
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3.7.1 Azure Storage Account

Azure Storage Account is the parent that all the Azure Data objects as files,blob,tables,disks
and queues(see section 3.9) are created in it.Azure Storage Account can be accessed
from anywhere through HTTP or HTTPS and storage account has a unique namespace
that can be repeated.All the data in the Azure Storage Account are secure,durable and
highly available and scalable.

Azure Storage Account has five types of storage account each type has its own fea-
tures and price.Theses five types are General Purpose version 1(GPv1),General Purpose
version 2(GPv2),Blob Storage,Block Blob Storage and File Storage. [33]

We will illustrate each type and the difference between them.

3.7.2 General Purpose version 1(GPv1):

GPv1 supports all Azure service which are blob(all types),table,files,queues and
disks(see section 3.7.1.1).GPv1 does not support the latest feature,it supports deploying
with Class model so we may use GPv1 to migrate with virtual machines and virtual
networks that were deployed using the Classic model.GPv1 does not support the access
tiers hot,cool and archive(see section 3.9.1.3).

3.7.3 Blob Storage Account:

Blob Storage Account supports the Blob services (section 3.7.1.2) only and does not
include file,table and queues.Blob account supports access tiers to enable storing blob
in hot,cool and archive(see section 3.9.1.2) to reduce the cost of storing in frequently
unused data.

3.7.4 General Purpose version 2(GPv2):

GPv2 supports all Azure service blob(all types),table,files,queues and disks(see sec-
tion 3.9.1.3).GPv2 supports the latest features and supports access tiers: hot,cool and
archive(see section 3.7.1.3).GPv2 is lower in cost than GPv1.Microsoft recommends
to use GPv2 and it easy to upgrade from GPV1 or Blob Storage account to GPv2.
GPv1 and GPv2 support their services on standard performance backed by hard disk
drives. And also GPv1 and GPv2 offer the premium performance tier which is backed
by SSD(Solid State Drives). In 2019, new storage two account types were launched:
Block Blob Storage and File Storage that allow storing blobs and files with premium
performance characteristics.

3.7.5 Block Blob Storage Account:

Block Blob Storage account supports the Blob azure service only does.It enables
storing both Block and Append blob only with premium performance characteristics
which provides better performance for scenarios with high transaction rates.
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3.7.6 File Storage Account:

File Storage account supports file shares backed by premium SSD.It does not sup-
port blob,table,queues or disks.File Storage Account is recommended for enterprise or
high performance scale applications.

The following figure shows the different types of storage account and their ca-
pabilities:

Figure 3.6: Different Types of Azure Storage Account

[34]

1. Azure Services: Azure supports 5 types of services which are:Blob,File,Queue,Table
and Disk(see section 2.3)

2. Performance Tiers:There are two performance Standard and Premium.

• Standard Performance:backed by HDD and it is suitable for high capacity
and high throughput.

• Premium Performance:backed by SDD and is suitable for high transaction
rates.

3. Access Tiers:There are three access tiers: hot,cool and archive(see section 3.3.1.2)
which save the cost of storing infrequently unused data.
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4. Replication Options:One of the benefit of Azure Storage is the durability and
availability of the data by storing multiple copies of data in different locations.
There are four types of replication LRS,ZRS,GRS/RA-GRS and GZRS/RA-GZRS(see
section3.2)

5. Deployment Model:There are two deployment models that are provided by Azure
which are Classic deployment model and Resource manager.

• Classic Model: In this model each resource is managed independently,related
resources can not be grouped together.To create or delete a solution, you
have to deal with each resource individually and you can not apply access
control policies for the related resources.

• Resource Manager: This model provides grouping related resources to-
gether and so you can manage,deploy and monitor all related resources as a
group.In this model you can apply the access control policies for the group
and it will apply automatically to each resource in this group.

3.7.7 Azure Storage Redundancy and backup

Azure Storage offers high durability and availability by storing multiple copies of
data that data can be protected from natural disaster action and from any other event
such as power outages,network outages or transient hardware failures. Before talking
about the different redundancy options there are keywords that should be known to easy
understand Azure redundancy options [35]:

• Region:A group of data centers installed within a specific defined perimeter and
associated through a dedicated low-latency network.

• Geography:An area of the world that contains a minimum one Azure region,this
gives the customer higher availability and durability for their data in case of com-
plete region failure.

• Availability Zone:Unique physical locations within a region where each avail-
ability zone consists of one or more data centers installed in it with separated
power,networking and cooling.
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The figure below shows the architecture Zones within Azure region:

Figure 3.7: Availability Zones within Azure Region
[36]

Azure Storage offers two redundancy options:Redundancy in the primary re-
gion and Redundancy in the secondary region.

3.7.8 Redundancy in the primary region

The data is stored three times in the primary region.There are two options offered
by Azure Storage which are: Local Redundancy Storage (LRS) and Zone Redundancy
Storage(ZRS).

• Local Redundancy Storage (LRS): In LRS you data is replicated three times
within a single physical location in the primary region.LRS supports at least
99.999999999 percent (11 nines) durability of the data over a given year.Storage
account that uses LRS the write operation happens synchronously and after the
data is been written the write operation returns successfully.Although LRS is the
lowest redundancy option in cost but it also the least durability compared to other
options.In LRS you data can be protected against server rack and drive failures
but you data can not be protected if fire or flooding happens within the data center
and so all replicated data of a storage account may be lost or unrecoverable.

• Zone Redundancy Storage(ZRS): In ZRS you data is replicated three times
across three Azure availability zones in the primary region.Each availability zone
is a separate physical location with independent power, cooling, and network-
ing. .ZRS supports at least 99.9999999999 percent (12 nines) durability of the
data over a given year.Storage account that uses ZRS the write operation hap-
pens synchronously and after the data is been written the write operation returns
successfully.ZRS can not protect your data if a regional disaster happens and so
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Microsoft recommends to replicate your data in another secondary region beside
replicating your data in the primary region is called Geo-zone-redundant storage
(GZRS).

3.7.9 Redundancy in the secondary region

The data is stored in a secondary region beside the primary region which is far
away hundreds of miles. This is used with the applications that need high availabil-
ity.This gives high durability for the data even in the case of complete regional outage
or a disaster happens in the primary region. There are two options offered by Azure
Storage which are: Geo-redundant storage (GRS) and Geo-zone-redundant storage
(GZRS).The difference between GRS and GZRS is the way of data replication in the
primary region.Data replicated in secondary three times using LRS that protects the
data against hardware failures.

• Geo-redundant storage (GRS): In GRS,the data is replicated three times within
a single physical location in the primary region using LRS then the data is asyn-
chronously copied to a single physical location in a secondary region far away
hundreds of miles of the primary region.GRS supports at least 99.99999999999999
percent (16 9’s) durability of the data over a given year. A write operation is first
done to the primary location and replicated using LRS. The update is then repli-
cated asynchronously to the secondary region. The written data in the secondary
location is also replicated using LRS within that location.

• Geo-zone-redundant storage(GZRS): In GZRS,three times across three Azure
availability zones in the primary region then the data is asynchronously copied to
a secondary geographic region to protect the data from regional disasters.GZRS
supports at least 99.99999999999999 percent (16 9’s) durability of the data over
a given year.

• Read access to data in the secondary region(RA-): Geo-redundant storage is
associated with GRS or GZRS.In RA-GRS or RA-GZRS the replicated data in
the secondary region is available to be read only.The data in the secondary re-
gion can be read even if the primary region becomes unavailable this protects the
data against regional outages. Another benefit for Read Access,that if the storage
performance of your application is interrupted, you have the chance to redirect
some the read operations to the secondary URL which decreases the IO per sec-
ond on the primary location.The figure below displays how Read Access works
as secondary read location with the primary location.
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Figure 3.8: Read Access workflow
[36]

The following figure shows the redundancy options offered by the different types of
storage accounts

Figure 3.9: the redundancy options supported by storage accounts

[37]
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3.7.10 Azure storage services

Microsoft offers several options to store data on the cloud. Each option has its
unique purpose for serving different business needs. The Azure Storage offers the fol-
lowing data services:

• Azure Blobs: Storing unstructured data as text and binary data.

• Azure Files: Storing file shares.

• Azure Queues: For messaging between applications.

• Azure Tables:Storing structured NoSQL data.

• Azure Disks:Storing VMs.

3.7.11 Azure Blob Storage

Blob storage is Microsoft Azure’s service for storing Binary Large Objects or BLOBs
which are composed of unstructured data. Unstructured data is data that doesn’t have a
specific data model or definition such as text, images, videos, along with their metadata.
Blob storage is created to:

• Stream videos and audio.

• Provide documents and images directly to a browser.

• Enable writing to log files.

• Store files for distributed access.

Objects in Blob storage can be accessed by users or client applications via HTTP/HTTPS,
from anywhere in the world. Objects in Blob storage can be accessed via the Azure
Storage REST API, Azure PowerShell, Azure CLI, or an Azure Storage client library.
Client libraries are available for different languages, including: .NET, Java, Node.js,
Python, Go, PHP, Ruby.

3.7.11.1 Blob Storage resources

Blob Storage contains three types of resources:Storage Account,Container and Blob.
The following figure shows Blob storage resources and the connection between them.
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Figure 3.10: Blob Resources
[38]

• Storage Account: Supports a unique namespace in Azure for your data. Every
object that you store in Azure Storage has an address that includes your unique
account name. The base address for any object in the storage is a combina-
tion between the Azure Storage blob and the account name. For example, if
the storage account name is ¡mystorage¿ so the default endpoint for Blob storage
is http://mystorageaccount.blob.core.windows.net

• Containers:Manages a set of blobs.A container can manage an unlimited number
of blobs and A storage account can contain an unlimited number of containers.

• Blob: Provides three types Block Blob,Append Blob and Page Blob.

3.7.11.2 Blob Storage Types

There are three types of blobs [39]: block blobs, append blobs, and page blobs. When
creating the blob,first you choose the blob type. After creating the Blob, its type cannot
be changed. All blobs reflect changes immediately. Any blob can be duplicated in a
snapshot.

• Block Blob storage: Block blobs are blobs that are broken down into smaller
units called blocks. Each block has an ID, and you can create, read, or modify
individual blocks within a block blob. A block blob can maximum contain up to
50.000 blocks with different size. In 2019 a new version was released with max-
imum block size up to 4000 MiB and maximum blob size up to Approximately
190.7 TiB (4000 MiB X 50,000 blocks). Block blobs contain features that help
you handle large files over networks, you can upload multiple blocks in parallel
to decrease upload time. Blocks can be uploaded in any order, and their sequence
can be determined in the final block list commitment step. Each block can in-
clude an MD5 hash to verify the transfer, so you can track upload progress and
re-send blocks as needed. Maximum number of blocks in the blob are 50, 000
blocks, so you need to choose your block size accordingly in order to maximize
the allowable size for large files. Breaking down a blob into small blocks can
help with low-bandwidth internet connections, so it’s good to know these options
when planning your solution.
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• Append Blob Storage: Append blobs are also composed of blocks, but append
blobs are optimized for adding a blob only. You can only add blocks to the end
of the blob. Updating and deleting existing blocks isn’t available. Append blob
is ideal for log and audit files because it ensures that no one can modify the file,
so that might help with regulatory compliance, for example. But of course, the
person with the right permissions could still delete the file. Each block in an
append blob can be a different size, up to a maximum of 4 MiB, and an append
blob can contain up to 50,000 blocks. The maximum size of an append blob is
slightly more than 195 GiB (4 MiB X 50,000 blocks).

• Page Blob Storage: Page blobs are used for random read/write operations. Page
blobs are a collection of 512-byte pages with a maximum size of Page blob is
8TB. such as VHD’s(Virtual Hard disk) .Page blob are used to store VHD. Azure
supports two types of disk storage: premium and standard. Premium Storage
is the most recent storage option designed for Azure virtual machine workloads
that provides users with data storage on SSD(Solid State Drive) for better IO per-
formance and low latency. Premium Storage supports only the Page blob.While
Standar Storage uses HHD suitable with operations .

3.7.11.3 Blob Storage Access Tiers
Azure Storage offers three types for accessing the Blob data:hot,cool and archive.These
tiers reduce the cost of storing infrequently unused data [40] :

• Hot Access Tier: This tier is suitable for frequent access of data in the storage
account. In the hot tier accessing the data is less in cost than storing the data.
When creating a storage account the hot tier is the default choice.

• Cool Access Tier: This tier is suitable for the data that is infrequently accessed
and the data is stored for at least 30 days.Accessing the data in cool tier is more
expensive than hot tier while Storing data in the cool tier is more cost-effective.

• Archive Access Tier: This tier is offered only for block blobs. The archive tier
is suitable for data that can afford many hours to be retrieved.The data remains in
the archive tier for at least 180 days.Storing the data in the archive tier is the most
cost-effective while accessing the data in the archive tier is more expensive than
the hot or cool tiers.

3.7.11.4 Blob Storage Life cycle
The data in the blob storage passes through three stages: hot,cool and archive. The
following figure shows Blob life cycle and the maximum time for remaining the data in
each tier.

1. The data remain in the hot tier for frequent read and write operation for 48 hours.
In this stage the cost of accessing the data is less than storing the data.

2. After the 48 hours, the data that is infrequently accessed goes to the cool tiers and
remains at least 30 days and even if you delete the data from the cool tier before
3o days you will also pay for it.
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Figure 3.11: Data Life Cycle
[38]

3. After 30 days,the data goes to the last stage which is the archive tier and remains
at least 180 days and even if you delete the data from the archive tier before180
days you will also pay for it.you can keep the data in the archive tier for 1 year.

3.7.12 Azure Queue Storage

Azure Queue storage delivers messaging between applications.When designing ap-
plications for scale,to enable the components to scale independently ,they are decou-
pled.Queue storage offers asynchronous messaging between application components
even if they are running on-premises server, in the cloud,on desktop or mobile de-
vice. [41]

Stored messages in Azure Queue storage can be accessed from anywhere in the us-
ing HTTP or HTTPS. The size of a single queue message can be up to 64 KB, and
a queue can contain massive numbers of messages, up to the capacity limitation of a
storage account. Queue storage is used for the creation of a backlog of the work to be
processed asynchronously.The messages in the Queue Storage is put in order with the
concept FIFO(First In,First Out) and when try to get one of these messages out of the
queue,it asks you if you want to remove the first element which ensures the intention of
a FIFO (First In First Out) queue.

Queue service concepts
Queue Service consists of URL format,Storage Account,Queues and Messages. The
following figure shows Queue service and the connection between them.

• URL format:Queues are displayed in Azure account in the following URL for-
mat: http://¡storage account¿.queue.core.windows.net/¡queue¿ So the queue in
the diagram will be displayed as the following:
*http://myaccount.queue.core.windows.net/incoming-orders*

• Storage Account: Parent that contains all the data and the accessed way to any
data. Queue: Queue includes all the messages .A Queue contains a set of mes-
sages.
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Figure 3.12: Queue Service components
[38]

• Message:The size of the message can be up to 64 KB and the message can be in
any format. The message can remain in the queue for a maximum 7 days. The
maximum time-to-live for a message in the queue can be any positive number,
or -1 indicates that the message doesn’t expire. The default time-to-live for a
message in the queue is 7 days.

3.7.13 Azure Files

Standard Server Message Block (SMB) protocol is used to access Azure. Azure
file shares can be mounted at the same time by cloud or on-premises deployments of
Windows, Linux, and macOS. [42]
Additionally,as shown in the following figure, Azure file requires a storage account.

Figure 3.13: File Share
[38]
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Advantages of Azure file

Azure file shares can be used to:

• Replace or supplement on-premises file servers: Azure Files might be used
to substitute traditional on-premises file servers or NAS devices. Popular oper-
ating systems such as Windows, macOS, and Linux can directly mount Azure
file shares in any part of the world. Azure file shares can also be replicated with
Azure File Sync to Windows Servers, either on-premises or in the cloud, for per-
formance and distributed caching of the data where it’s being used. With the
recent release of Azure Files AD Authentication.

• ”Lift and shift” applications: Azure Files makes it easy to ”lift and shift” ap-
plications to the cloud that is programmed to write to a file share to store file
application or user data. Azure Files supports both the ”classic” lift and shift
scenario, where both the application and its data are moved to Azure, and the
”hybrid” lift and shift scenario, where the application data is moved to Azure
Files, and the application continues to run on-premises.

• Simplify cloud development: Azure Files can also be used in various ways to
ease migration to new cloud development projects. For example:

• Shared application settings: A well-known practice for distributed applications
is to save configuration files in a centralized location so that many application
instances can access. Application instances can get their configuration through
the File REST API, and humans can access them as needed by mounting the
SMB share locally.

• Diagnostic share: An Azure file share is a good place for cloud applications to
store their logs, metrics, and crash dumps. The application instances can write
through the File REST API, and developers can access them by mounting the file
share on their local machine. Offering a great flexibility, as developers can adapt
cloud development without having to leave any existing tooling they know and
love.

• Dev/Test/Debug: When developers or administrators are working on VMs in the
cloud, they usually require a group of tools or utilities. Copying such utilities and
tools to each VM can be a time consuming practice. By mounting an Azure file
share locally on the VMs, a developer and administrator can quickly access their
tools and utilities, no copying required. [42]

The figure below shows how azure file is mounted to a computer.
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Figure 3.14: Mounted file share
[38]

3.7.14 The Azure table Service

The Azure Table storage and the Azure Cosmos DB are services that store struc-
tured NoSQL data in the cloud, using a key/attribute store with a “schemless” design.
Because Table storage and Azure Cosmos DB are “schema less”, it’s easy to scale stor-
age with the growing data associated with the requirements of your application. A lot
of applications can interact with tables very quickly and in a cost effective way .And is
more cheaper than traditional SQL for the same size of data.the following figure shows
that a table requires a storage account then each table consists of group of entities.

Figure 3.15: Table in Azure
[43]

You can use the Table storage or the Azure Cosmos DB to manipulate and save
flexible data sets like user data for web applications, address books, device information,
or other types of metadata your service requires. You can save any number of entities
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Figure 3.16: Table in Azure
[43]

in a table, and a storage account can include any number of tables, up to the capacity
limit of the storage account. [44]

3.7.14.1 Table Structure

Each table on Azure Table Storage is composed of five main components:

• Entities: are like rows (typical records) on relational databases. Partition keys:
Strings that contain no more than 1 KB of data. It can aggregate one or more
entities in a table, grouping them into blocks of entities that have the same ID.

• Row keys: Strings that contain no more than 1 KB of data. They are used to
identify rows inside tables uniquely.

• Timestamps: Properties that store when entities were inserted or updated.

• Partitions:Collections of entities in a table. Partitions are identified by their par-
tition key to group them like several tables but inside one object.the following
figure summarizes the structure of table.

3.7.14.2 System Properties
An entity always has the following system properties:

• Partition Key property

• Row Key property

• Timestamp property

These system properties are automatically inserted for each entity in a table. The names
of these properties are reserved and cannot be changed. One of the developer role is
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Figure 3.17: Table Structure
[38]

defining, inserting and updating the values of Partition Key and Row Key.It’s the server
function to generate the value of Timestamp, which cannot be altered.the following
table represents tables with partitions.

Figure 3.18: Table with partition
[45]
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3.7.14.3 Partition Key Property
Partitioning of tables is a technique used to apply load balancing across storage nodes.
Partitions are the components that categorize entities based on the value of the partition
key. A partition is a successive range of entities owing the same partition key value. The
partition key is a unique identifier for the partition within a specific table, defined by
the Partition Key property. The partition key builds the first part of an entity’s primary
key. The partition key may be a string value up to 1 KB in size. You must include the
Partition Key property in every insert, update, and delete operation.

3.7.14.4 Row Key Property
The second part of the primary key is the row key. The row key is a unique identifier for
an entity inside a partition. Both the Partition Key and Row Key uniquely define every
entity within a table. The row key is a string value that may be up to 1 KiB in size. You
must include the Row Key property in every insert, update, and delete operation.

3.7.14.5 Timestamp Property
The Timestamp property is a Date Time value that is managed by the server to record
the time an entity was last modified. Ultimate Synchronization is internally managed by
The Table service through the Timestamp property. Timestamp value is an increasing
value when the entity is modified, the value of Timestamp increases for that entity. This
property should not be set on insert or update operations (the value will be omitted).

3.7.14.6 Property Types

The Table service offers a subset of data types described by the OData Protocol
Specification. The following table shows the supported property types for the Table
service:
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Figure 3.19: Property type table
[46]

By default a property is created as type String, in case you assign a different type.
To explicitly type a property, specify its data type by using the appropriate OData data
type for an Insert Entity or Update Entity operation. Note, The Table service does not
persist null values for properties. When querying entities, the above property types are
all non-nullable. When writing entities, the above property types are all nullable, and
any property with a null value is manipulated as if the entity did not have that property.

3.7.14.7 Rules for naming the tables

Table names must conform to these rules:

1. Table names must be unique within an account.

2. Table names may contain only alphanumeric characters.

3. Table names cannot begin with a numeric character.

4. Table names are case-insensitive.

5. Table names must be from 3 to 63 characters long.

6. Some table names are reserved, including ”tables”. Attempting to create a table
with a reserved table name returns error code 404 (Bad Request).

Table names preserve the case with which they were created, but are case-insensitive
when used.
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3.7.14.8 Property Limitations
An entity can have up to 255 properties, including 3 system properties described in
the following section. Therefore, the user may include up to 252 custom properties,
in addition to the 3 system properties. The combined size of all data in an entity’s
properties cannot exceed 1 MB.

Characters Disallowed in Key Fields
The following characters are not allowed in values for the PartitionKey and RowKey
properties:

• The forward slash (/) character

• The backslash ( character

• The number sign () character

• The question mark (?) character

• Control characters from U+0000 to U+001F, including:

– The horizontal tab (�) character

– The linefeed () character

– The carriage return ()̊ character

• Control characters from U+007F to U+009F

3.7.14.9 Global data distribution with Azure Cosmos DB - overview
Nowadays users require high response, continually up and running application In

order to get low latency and high availability, the requirement of these application in-
stances to be created in data centers that are near to the customers’ location. These
applications are installed in multiple data centers and are called globally distributed.
Globally distributed applications need a globally distributed database and have replicas
in different places in the world so that the application can run the copy of the data that’s
close to its users. [47]

Azure Cosmos DB is a globally distributed database service that’s made to offer low
latency, elastic scalability of throughput, well-defined semantics for data consistency,
and high availability. In brief, if your application requires fast response time in any
place in the world, and the application must be up and running all the time, and needs
unlimited and elastic scalability of throughput and storage, your best choice is your
application on Azure Cosmos DB.

The option is yours if you want to make your application database to be globally
distributed and available in any of the Azure regions. Put the application data near the
location of your customers to have a low latency. Selecting the ultimate regions relies
on many factors as locations of customers and the world-wide reach of your application.
Cosmos DB transparently makes a replica of the data to all the regions related with your
Cosmos account. It provides a single system image of your globally distributed Azure
Cosmos database and containers that your application can read and write to locally.

With Azure Cosmos DB, you can change (add or remove) the regions in association
with your account whenever you need. Your application doesn’t require a down time to
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add or remove a region. It will be up and running and available all the time because of
the multi-homing capabilities that the service provides.
The figure below shows how cosmos DB is distributed.

Figure 3.20: Distributed Cosmos DB
[48]

3.7.14.10 Key benefits of global distribution

1. Global active-active apps:The multi-master replication protocol introduced in
Cosmos DB, every region supports both writes and reads. The multi-master ca-
pability also enables the following:

• elastic write and read scalability with no limit.

• 99.999 percent read and write availability in the world.

• Guaranteed reads and writes served in less than 10 milliseconds at the 99th
percentage.

The Azure Cosmos DB multi-homing APIs gives the ability to your application
to recognize the nearest region and can send requests to that region. The nearest
region can be detected without any configuration changes. Changing regions from
your Azure Cosmos account, your application does not need to be redeployed or
paused.

2. Highly responsive apps:Your application can run close to real-time reads and
writes which correspond to customers’ locations. Behind the scene Azure Cos-
mos DB manipulates the data replication between regions.
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3. Highly available apps: Existence of database replicas in multiple regions around
the world raises the availability of a database. If one region is down, other regions
automatically handle application requests. Azure Cosmos DB offers 99.999 per-
cent read and write availability for multi-region databases.

4. Maintain business continuity during regional outages: Azure Cosmos DB pro-
vides automatic fail over when one of the regions goes down. Azure Cosmos DB
keeps to preserve its latency, availability, consistency, and throughput SLAs. To
ensure that the application is highly available, Cosmos DB supports a manual
fail over API to simulate a regional failure. Through this API, you can execute
manual fail over.

5. Scale read and write throughput globally: In each region ,you can configure
it to be writable and elastically scale reads and writes. The throughput that your
application sets on an Azure Cosmos database or a container is guaranteed to be
delivered in all regions associated with your Azure Cosmos account.

3.7.14.11 Comparison between Azure Table and Azure cosmos DB

Figure 3.21: Azure Table Vs Azure cosmos DB
[49]
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3.7.15 Disks in Azure

Microsoft Azure provides 2 types of virtual hard disks (VHDs): un managed and
managed. What distinguishes the un managed disk that it’s under the responsibility of
the end user through his own storage account.(managed Disk). [50]

Azure managed disks represent a block-level storage volume that is managed and
controlled by Azure in addition they are directly related to Azure virtual machines.(Azure
Mnaged-Disk) Managed Disk like physical disk in an on-premises server instead it’s
virtualized. When you create a virtual machine you have to associate a hard disk with
and that requires defining the following properties:

• Disk size.

• Disk type. The below Figure shows how to create a managed disk in Azure .

Figure 3.22: Create Managed Disk
[51]

After the managed disk is provisioned and Azure will manipulate these disks properly,
once you have the disk Azure will take the responsibility for handling and manipulating
those managed disk .The available types of disks are ultra-disks, premium solid-state
drives (SSD), standard SSDs, and standard hard disk drives (HDD).
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-Advantages of managed disks

• Highly available:Managed disks guaranteed 99.999 percent availability. This is
accomplished by creating three replicas of your data, If one or even two replicas
stopped working , the rest of replicas will run and perform efficiently while keep-
ing your data preserved . This architecture is known as infrastructure as a service
(IaaS) disks.

• Simple and scalable VM deployment: Using managed disks, you can make up
to 50,000 VM disks of a type in a subscription per region, allowing you to create
thousands of VMs in a single subscription.

• Integration with availability sets:Managed disks are associated with availability
sets to guarantee that the disks of VMs in an availability set are separated from
each other to avoid a single point of failure. Disks are automatically assigned
to various storage scale units known as (stamps). If a stamp went down due to
hardware or software failure, only the VM instances with disks on those stamps
will stop running. For instance, an application running on 7 VMs which are in an
Availability Set. The VMs disks are not associated with the same stamp, so if one
stamp fails, the other vm will be up and running.

Figure 3.23: Availability Set
[52]

• Integration with Availability Zones:Managed disks support Availability Zones(See
section 3.2)

• Azure Backup support: To handle regional disaster, Azure provides backup
service for the vm or the managed disk which support disk sizes up to 32 TB.

• Granular access control: A managed disk is always experienced to(read ,write
and update) operations also it can be created deleted by a user in the operation
team which is given permissions to work on those disks using (RBAC) ,a user can
be assigned the export action to copy the managed disk to a storage account.
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• Upload your vhd: With this feature you can upload your data directly to managed
disk without attaching them to a vm ,you can also upload on –premises virtual
machine to Azure in turn it will be uploaded to large managed disks with the
ability to be simply backed up and restored .uploading 32 TB vhd is supported.

• Encryption:Managed disks support two types of encryption. One is performed
by the storage service and is referred to as server side Encryption (SSE), the other
type is applied through OS on data Disks for the VMs, this type is called Azure
Disk Encryption (ADE).

• Server-side encryption:Azure Server-side Encryption offers encryption-at-rest
and protects your data to fulfill your organizational security and compliance re-
strictions. By default (SSE) is applied to all managed disks, snapshots, and im-
ages, in all the regions but (Temporary disks, on the other hand, are not encrypted
by Storage Service Encryption. You can let Azure to manage your keys through
platform-managed keys, keys management will be your responsibility which is
known as customer-managed keys.

• Azure Disk Encryption:With Azure Disk Encryption you are able to encrypt the
OS and Data disks used by an IaaS Virtual Machine.. For Windows, the drives are
encrypted using industry-standard BitLocker encryption technology. For Linux,
the disks are encrypted using the DM-Crypt technology. The encryption process
is integrated with Azure Key Vault to allow you to control and manage the disk
encryption keys

• Disk role: There are three main disk roles in Azure: the data disk, the OS disk,
and the temporary disk. These roles relate to disks that are attached to your virtual
machine.

Figure 3.24: VM Disk
[53]

• Data disk:A data disk is a managed disk that’s associated with a virtual machine
to store application data, or other data you want to preserve. Data disks are reg-
istered as SCSI drives and are labeled with a letter that you choose. Each data
disk has a maximum capacity of 32,767 (GB). The size of the virtual machine
determines how many data disks you can attach to it and the type of storage you
can use to host the disks.
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• OS disk: A VM has one attached operating system disk. That OS disk has a pre-
installed OS, which was selected when the VM was created. This disk contains
the boot volume. This disk has a maximum capacity of 2,048 GB.

• Temporary disk: A temporary disk is available for each VM and is not a man-
aged disk. The temporary disk function is to offer short-term storage for appli-
cations and processes and is associated to only save data such as page or swap
files. Data on the temporary disk may be removed during a maintenance event or
when you recreate a VM.but keep in mind during a successful standard reboot of
the VM, the data on the temporary disk will be kept. On Azure Linux VMs, the
temporary disk is literally /dev/sdb and on Windows VMs the temporary disk is
D: by default. The temporary disk is not encrypted by Server Side Encryption.

• Managed disk snapshots A managed disk snapshot is a read-only full copy of
a managed disk in a specific time that is saved as a standard managed disk by
default. With snapshots, you can take a backup of your managed disks at any
point in time. These snapshots are independent of the source disk and can be used
to create new managed disks. Snapshots are billed based on the used size. For
example, if you create a snapshot of a managed disk with provisioned capacity of
64 GiB and actual used data size of 10 GiB, that snapshot is billed only for the
used data size of 10 GiB. An Azure usage Report of your snapshots can detail
the size of all snapshots. For example, if the used data size of a snapshot is 10
GiB, the daily usage report will show 10 GiB/(31 days) = 0.3226 as the consumed
quantity.

• Images:Managed disk can provide deploying a managed custom image .you have
two ways to create an image either from a custom VHD into a storage account or
through using (sysprepped) VM. In turn this image will include all the attached
disks of the VM containing both the OS and Data Disks, this image can be used
for deploying several of VMs using your custom image without requiring any
storage account.

• Images versus snapshots:How I can tell the difference between images and snap-
shots. With managed disks, you can take an image of a generalized VM that has
been de-allocated. This image contains all the associated disks to the VM.in turn
this image can be utilized to create a VM, and it includes all of the disks. A snap-
shot is like taking a copy of a disk at a specific point of time. It is related to one
disk. If you have a VM that has one disk (the OS disk), you can take a snapshot or
an image of it and create a VM from either the snapshot or the image. A snapshot
doesn’t recognize any disk except the one it has. It will be useless in scenarios
where a VM contains multiple disks like striping.
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3.7.15.1 Unmanaged disks

Is a (.vhd) file stored on a Azure Storage account, not an Azure Resource Manager
Whereas the managed disk is “Azure Resource Manager”

Figure 3.25: Create Unmanaged Disk
[53]

As shown above you can define the disk size while creating the disk (and can be
resized) when using Standard Storage.(un-managed disk) [54]
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3.7.15.2 Comparison between Managed and Unmanaged Disk
To calculate the cost we have to know the following item.

Figure 3.26: Managed Disk versus Unmanaged Disk
[55]
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3.7.15.3 Cost in Managed Disk and in Unmanaged disk

• Operations cost refers to: Replication data transfer cost (In case of GRS) +
Storage operations costs.

• Managed disksare more expensive than un managed disks but keep in mind that
It depends, in some scenarios, un managed disks cost more or equal to managed
disks.

Standard Storage managed disk cost per month Managed disk cost = Fixed Cost
(Per disk size) + Operations cost Un-managed disk cost = (Storage Usage In GB
* Cost per GB + Operations cost)
Because the Operations cost is fixed for both models, it will be removed during
calculation. Because the managed disk pricing model is not per usage, we will
calculate the Disk size equity value, to be able to compare with un-managed disk.

Cost for Standard HDD Managed Disks

Figure 3.27: Price of managed disk versus un-managed disk
[56]

From the previous table ,If you use unmanaged hard disk sizes less than the man-
aged hard disk size, then unmanaged disks will cost less than managed disks. If
you use more or equal to the managed hard disk size, then managed disks cost
will be less than unmanaged disks. but the answer is very relative to your needs.
As you might know that there are many benefits of using managed disks:

– Disk snapshots

– Predictable performance

– Distribution in different fault domains when associated with Availability
Sets.

– ARM object
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3.8 Azure Security

The purpose of security is protecting data from unauthorized access in order
to accomplish full protection we should determine who can access the data
in addition encrypting the data itself. In the later section we will demonstrate
the different methods designed by Azure for controlling access to data and
assigning different permission to manipulate stored data.

3.8.1 Azure Techniques to Control access to account data

The storage account owner is the only one who can access data and the
only one who can delegate to other users for accessing data and assign them
the appropriate permission. Authorization has to take place at each request
directed to the storage account, therefore any request must contain the Au-
thorization header which has all the required information for validating the
service then running it. Assigning access to the data in storage account using
any of the following techniques:

1. Azure Active Directory
2. Shared Key authorization
3. Shared access signature
4. Container Permissions
5. Encryption for Data at Rest
6. Firewalls and Virtual Networks

3.8.2 Azure Active Directory:

Authentication can be provided by Azure Active Directory (Azure AD),when
a successful authentication made by an identity ,the Azure AD responds
with a token to be used on authorizing the request to Blob storage or queue
storage.

3.8.3 Shared Key authorization:

Navigate to your storage account access key to build a connection string
that your application needs it to access Azure Storage during running. The
values in the connection string is used to build the Authorization header that
is passed to Azure Storage. If this key is given to any user it will have a
full control over the storage account ,the following figure shows access key
therefore shared access signature is more granular .
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Figure 3.28: Access Key
[56]

3.8.4 Shared access signature: [1]

Use a shared access signature to delegate access to resources in your storage
account, here you can select what services are allowed to the user from the
following services (Blob, File,queue,Table). A shared access signature is a
token that encapsulates all of the information needed to authorize a request
to Azure Storage on the URL. You can identify the storage resource, the
permissions granted, and the interval over which the permissions are valid
as part of the shared access signature. The following Figure declare the
shared access signature.

Figure 3.29: Shared Access Signature
[56]
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3.8.5 Container Permissions

There is a set of configuration options that can be applied to the container
level,which means that all of the blobs in that container will inherit the same
permission. If you need to get granular about your blob security configu-
ration, you can create multiple containers so you can configure them sepa-
rately.
By default “private no anonymous access “is permitted which means that
only authenticated users can access the blob .
If you need to open the blob up for public access, then you have two choices,
Blob or Container. Blob refers to the anonymous availability for each blob
in that container without any authentication. If the blob is an image, then
typing the image’s URL into the web browser will actually show the image.
The previous setting is Container, which also opens all blobs up for public
access just like the blob setting, but it also opens the container up for public
access.

Figure 3.30: Access policy
[56]

3.8.6 Encryption for Data at Rest [2]

You need to guarantee that data at rest must be encrypted so no one can view
data excep the one who owns the encryption key .
Encryption at Rest is the encryption of data when it is stored. The En-
cryption at Rest designs in Azure use symmetric encryption to encrypt and
decrypt big amounts of data quickly:

∗ A symmetric encryption key is used to encrypt data as it is written to
storage.
∗ The same encryption key is used to decrypt that data as it is queried for

use in memory.
∗ Data may be partitioned, and different keys may be used for each parti-

tion.
∗ Keys must be stored in a secure location with identity-based access

control and audit policies. Data
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encryption keys are often encrypted with a key
encryption key in Azure Key Vault to further limit access.

3.8.7 Firewalls and Virtual Networks

The firewalls and virtual networks feature of Azure Storage permits you
to strictly access your storage account for certain networks or IP address
ranges, one of the most important benefits of the internet and the cloud
is that global accessibility. That accessibility is kind of a threat therefore
when you identify who you want to have access to your data. Every object
in your storage account has a URI endpoint, and requests can be made to
it from anywhere in the world. They might come from known IP address
ranges, like maybe your office building or that of your partners. They might
come from another application or a virtual machine in Azure that’s part of
a virtual network, or they may come from anywhere else. With firewalls,
we can allow certain IP address ranges, and with virtual networks, we can
allow certain Azure virtual networks.as shown in Figure below.

Figure 3.31: Firewall and Virtual Network.
[57]

3.8.8 Azure storage account scale targets

A storage account is a pool of storage in Azure that can be used by multiple
storage services, including Azure Files, to store data. Other services that
save data in storage accounts are Azure Blob storage, Azure Queue storage,
and Azure Table storage.
The following table defines default limits for Azure general-purpose v1, v2,
Blob storage, and block blob storage accounts. The ingress limit denotes
all data that is sent to a storage account. The egress limit states that all
data that is received from a storage account. If the requirements of your
application exceed the scalability targets of a single storage account, you
can build your application to use multiple storage accounts. You can divide
your data objects across those storage accounts.
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Figure 3.32: Scalability Targets
[58]
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4 Decentralized storage network

The notion of a Decentralized Storage Network (DSN) is a self-coordinate
network between untrusted parties to aggregate storage offered by multiple
independent storage providers to provide data storage and data retrieval to
clients. DSNs have been gaining an increased mainstream adoption recently
due to the phenomenal hype of bitcoin’s and Ethereum’s success that high-
lights that blockchain is more than just a niche technology for the financial
sector, It can offer a new, decentralized, trusted, and transparent platform
that could benefit a wider range of industries(e.g., financial, medical, pub-
lic utilities, identity management, asset registration, government agencies,
etc.). This interest in exploring all the potential successful blockchain use
cases and making the most of blockchain’s benefits is not far away from
the storage domain as data is the most valuable asset for any business in all
business sizes. Also, many people have some free storage space on their
computer drive and it could be useful to rent it out creating a secure and
incentive model by embedding blockchain technology.

This section is divided into three main parts, in the first part, we briefly
give a primer on p2p, and highlight some P2P networks for file exchange
that have significantly impacted the p2p development. In the second part,
we are introducing the blockchain technology and highlighting two main
successful blockchain projects. In the third part, we are introducing some
decentralized storage networks and digging deeper in IPFS and Filecoin as
two of the major players in this domain.

4.1 Peer to peer file exchange networks

4.1.1 Peer to peer (P2P) Overview:

The term P2P [59]refers to an application-level overlay network where
every peer/node “machine” acts as client and server at the same time. P2P
network’s Peers are equally privileged, equipotent participants whereas the
client-server model is a privilege based; dedicated servers for specific clients.

4.1.2 Characteristics:

A P2P network should be symmetric; no special capability of certain
nodes, decentralized by nature, operate with un managed volunteer partici-
pants, secure from attacks and system failure, and scalable; the capability to
serve millions of peers efficiently while this is hard to be achieved with the
client-server model that can serve up to thousands [60].

4.1.3 History:

P2P is not a new network topology, the internet in its early beginning was
P2P and over time it has become increasingly a client-server network topol-
ogy. In 1969, Stanford Research Institute, UC Santa Barbara, and the Uni-
versity of Utah have created the ARPANET,which is considered the basis of
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the current internet. The main goal of ARPANET was to share computing
resources around the U.S.. [61]

Figure 4.1: Client-server network vs P2P network figure
[59]

4.1.4 Examples of Peer to Peer Network

4.1.4.1 Napster
Napster is a pioneering P2P multimedia file sharing application founded in
1999 and developed by Shawn Fanning while still a freshman at Northeast-
ern University. Napster was developed as a free program that users can
download to search for MP3 files in the local disks of neighboring com-
puters. Users can download these files directly from each other. Napster
gained significantly increased adoption from users; in less than one year,
Napster had over one million members. Napster protocol was designed to
let users swap files to each other but in order to answer search queries and
mediate client connections, a centralized Napster index server was imple-
mented. Napster’s increased adoption inflamed the copyright war because
sharing the MP3 files even before being released was hurting the sales record
industry so badly. On December 6, 1999, the Recording Industry Associ-
ation of America raised the first lawsuit against Napster, and on July 11,
2001, Napster shut down its entire network to comply with the injunction.
Although Napster’s peers were equally privileged and it was powered by
its users, shutting down Napster’s index servers was enough to make these
peers unable to communicate. [62]

4.1.4.2 Gnutella

Gnutella is the first fully decentralized peer-to-peer network of its kind
mainly used for file searching and sharing [63]. It was founded In early 2000
and developed by Justin Frankel and Tom Pepper of Nullsoft but currently,
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it’s led by the Gnutella Developers Forum [64]. To join the system, a new
Gnutella node called servant which has a Gnutella client software, initially
must bootstrap and find at least one other node. In most cases, a servant
might connect to one of several known hosts that are almost always avail-
able (e.g., gnutellahosts.com). Once connected, the client software requests
a list of working addresses and tries to connect to until it reaches a certain
quota. Nodes send messages to each other to interact with each other. Mes-
sages could be broadcasted or back-propagated. The messages allowed in
the network are Group Membership (PING and PONG) Messages to check
the node connectivity status, Search (QUERY and QUERY RESPONSE)
Messages, and File Transfer (GET and PUSH) messages. [65] [66]

4.2 Blockchain

Blockchain as a technology, at its heart, is a self-sustaining, peer-to-peer
electronic ledger system for managing and recording any type of transac-
tions with no central authority involvement. Blockchain is cryptographi-
cally secure by design as each “block” is uniquely connected to its previous
blocks by including the previous block hash “ called parent block” in the
new block “ called child block”. Verification is handled through consensus
algorithms among multiple nodes making blockchain platforms immutable,
and updatable only via consensus, an agreement among nodes. Thus re-
move the need for any trusted third parties and make blockchain platforms
protected against the domination of the network by any single node or group
of nodes raising the new concept of ”nodes’ democracy ”. Each block ba-
sically contains a block header, contains the parent hash, the Merkle root
of the tree-like transaction information, and a timestamp, and block body
which contains a series of transactions.

4.2.1 Blockchain networks topology

Most of the blockchain networks come in three main types:
∗ Permissionless public blockchain network: an open network where

any node can join, participate in consensus mechanism, read, write, and
validate the data. Bitcoin, Ethereum, Ripple [67], and Zcash [68]are
examples of public blockchain networks.
∗ Permissioned private blockchain network: a closed restrictive envi-

ronment that works under the control of an entity that reserves the right
to provide access to the network. Also, read-and-write access to the
entities has to be provided on demand. Hyperledger [69] is an example
of permissioned blockchain networks.
∗ Consortium blockchain network: A hybrid type of the private and

public networks controlled by preselected nodes but open so that any
node could join and validate the data. MultiChain [70], Quorum [71],
HyperLedger, Tendermint [72], etc are examples of consortium net-
works.
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4.2.2 Bitcoin

The most prominent example of a successful blockchain deployment is
the Bitcoin blockchain network, A Peer-to-Peer Electronic Cash System, it’s
an open, borderless, neutral censorship-resistant public blockchain network
with a built-in digital currency called bitcoin. In October 2008 bitcoin’s
whitepaper authored by Satoshi Nakamoto[ pseudonymous] was sent to a
mail-list and in January 2009, the bitcoin network came into existence with
Nakamoto mining the genesis block [73] “ the first block, number 0” with
a hidden message “The Times 03/Jan/2009 Chancellor on brink of second
bailout for banks” inside the coin base transaction [74], as shown in the
figure below.

Figure 4.2: Bitcoin block 0
[73]

4.2.2.1 Bitcoin Novelty

The novelty of bitcoin is in proposing a solution for double-spending with-
out trusting any third parties, proposing public transactions with high pri-
vacy coverage, and creating an incentive model for participants to maintain
the network secured. Timestamp server which works by taking a hash of
a block of items to be timestamped and widely publishing the hash is used
to prevent double-spending. Bitcoin uses Proof of Work (POW) [75] as a
consensus algorithm which is a computational puzzle, hard to solve but easy
to check and verify for majority decision making and ensures network re-
sistance against attacks (e.g. Sybil attack) [76]. If a malicious node tries
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to attack the network by modifying a past block, an attacker would have to
redo the proof-of-work of the block and all blocks after it and then catch
up with and surpass the work of the honest nodes. Mining which is the ac-
tion of creating a new block and getting block reward as well as collecting
transaction fees, tips for miners to incentive them to include your transac-
tions before others, via finding the POW, is used as an incentives model for
nodes to maintain the network secure. The protocol also halves the rate at
which new bitcoins are created as mining rewards every 4 years and limits
the total number of bitcoins that will be created to a fixed total of 21 million
coins by the year 2140 [77]. Digital signatures [78] and Public-key cryp-
tography [79] in sending any transaction are core components to provide
privacy and authentication. Thus provide privacy coverage as the public can
see that someone ”string of random numbers ” is sending a transaction to
someone else ”string of random numbers ”, but without information linking
the transaction to anyone. [80]

4.2.2.2 Bitcoin life cycle

The bitcoin lifecycle could be summarized in 5 steps:

1. New transactions are broadcast to all nodes
2. All nodes collect these broadcasted transactions and validate them.
3. Miner nodes compete to find the POW.
4. When any miner finds the POW, immediately broadcasts the new block

to all nodes.
5. All nodes accept the new block as long as the transaction is valid start

working on the new block.

Bitcoin block as illustrated in figure 4.3 is made of a header, containing
block metadata, followed by a long list of transactions. The block header
is 80 bytes, whereas the average transaction is at least 250 bytes and the
average block contains more than 500 transactions. A complete block, with
all transactions, is therefore 1,000 times larger than the block header. Block
header consists of three sets of block metadata. First, there is a reference to
a previous block hash, which connects this block to the previous block in the
blockchain. The second set of metadata, namely the difficulty, timestamp,
and nonce, relates to the mining competition. The third piece of metadata
is the Merkle tree root, a data structure used to efficiently summarize all
the transactions in the block as figure number 4.3. The block generation is
auto-adjusted by software every 10 minutes.

4.2.3 Ethereum

Ethereum is an open-source, blockchain-based, Turing complete decen-
tralized software platform featuring smart contract functionality with a built-
in cryptocurrency, Ether. Ether is generated as a reward to miners for com-
putations performed to create new blocks thus securing the network. Ethereum
idea was proposed in late 2013 by Vitalik Buterin [81], a cryptocurrency
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Figure 4.3: Bitcoin block 0
[73]

researcher and programmer, presented at a Bitcoin conference held in Mi-
ami between 25th-26th January 2014 and launched in 2015. Development
was funded by an online crowdsale that took place between July and August
2014 [82]. The system then went live on 30 July 2015, with 72 million coins
minted [83]. Ethereum’s goal is to act as the “ world Computer” to enable
Smart Contracts and Distributed Applications (DApps) to be built and run
without any downtime, fraud, control, or interference from a third party and
it serves as the platform for over 260,000 different cryptocurrencies, includ-
ing 47 of the top 100 cryptocurrencies by market cap. The network achieves
consensus among nodes through POW but Proof of Stack (POS) [84] ,a class
of consensus algorithms in which validators vote on the next block, and the
weight of the vote depend upon the size of its stake, will be implemented
in Eth 2.0 [85]upgrade which aims to increase the transaction throughput
sharing technology. [86]

4.2.3.1 Ethereum main building blocks:

∗ Smart contract:A self-executed and self-verified computer code writ-
ten in rich programming languages( e.g. Solidity [83] Vyper [84])
and compiled into EVM bytecode [85]. Smart contracts run exactly as
programmed without any possibility of censorship, downtime, fraud,
or third-party interference. Smart contracts allow developers to create
whatever application they want on top of the Ethereum platform.
∗ Ethereum Virtual Machine (EVM): EVM [87] [?] is a Turing com-

plete stack-based virtual machine. Every Ethereum’s node runs an im-
plementation of EVM.
∗ Block:Unlike bitcoin, Ethereum block structure is more complex. Ethereum

does not have one Merkel tree but 4 tries/trees as shown in the below
figure
1. State Trie: A key-value pair tree for every account in the Ethereum

network.
2. Storage Trie: a tree that holds contract data.
3. Transaction Trie:Contains a list of transactions, each block has its

own separated trie.
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4. Receipts Trie: Contains a list of receipts of each transaction in the
block.

Figure 4.4: Ethereum block
[88]

∗ Transactions: The transaction is the operation of changing the current
state to the next state. Ethereum supports two types of transactions:
· Message calls:It could be either transfer value transaction between

two EOAs or message call to a contract to execute a specific oper-
ation in the contract.
· Contract creations: only for deploying new contract to the net-

work
∗ State: Often called a world state, world state is a mapping between

address/account and account states. You can think about it as a global
state that is constantly updated by every transaction execution
∗ Account types: Ethereum has two types of accounts :

1. Externally Owned Account (EOA): this type of accounts has a
private key and the account owner can execute any transaction and
has full control over it.

2. Contract Account: this type of accounts is for contracts and the
execution functionalities limited by the contract logic.

∗ Ethereum Gas: The fundamental network cost unit. Paid for exclu-
sively by Ether, which is converted freely to and from Gas as required.
Gas does not exist outside of the internal Ethereum computation en-
gine; its price is set by the Transaction and miners are free to ignore
Transactions whose Gas price is too low. Gas is used in Ethereum to
avoid issues of network abuse and to sidestep the inevitable questions
stemming from Turing completeness [89] .

Page 86 of 163



5 DECENTRALIZED STORAGE NETWORK EXAMPLES

5 Decentralized storage network examples

5.1 Storj

Storj (pronounced “Storage”) is a peer-to-peer cloud storage network
features an end to end file encryption, file sharding, and a blockchain-based
hash table to store and retrieve files. Storj, the open-source network [90],
was founded in 2014 by Shawn Wilkenson, the founder of Storj and CEO
of Storj Labs. The Storj’s ICO (Initial Coin offering) [91] was launched
in May 2017 (18 May - 24 May) achieving 100 percent of its target by
raising 30,000,000 dollars [92]. Storj network acts as middleware between
the users who have free space to be rented (”Storage nodes”) and users who
need free space to store files and assets (”Clients”). STORJ tokens are used
as a payment method in the Storj blockchain network. [93]
The way Storj works is similar to how Bittorrent works:

1. Storing data to the network: A client encrypts by his private key to
validate the ownership and provide a higher security level and breaks
it up into multiple pieces. The pieces are distributed to peers across
the network. When this occurs, metadata is generated that contains
information on where to find the data again.

2. When data is retrieved from the network the client will first reference
the metadata to identify the locations of the previously stored pieces.
Storj uses distributed hash tables to locate all the shards and piece them
together. Then the pieces will be retrieved and the original data will be
reassembled on the client’s local machine and the client decrypts the
file using his private key.

Storj currently has 19 petabytes (19 million gigabytes) of available capacity
and is hosted on thousands of nodes run by individuals and partners based
all around the world. There are currently about 3,000 users on the platform.
[94]

5.2 Swarm

Swarm is a distributed storage platform and content distribution ser-
vice, a native base layer service of the Ethereum web3 stack. The ob-
jective is to offer peer-to-peer storage and serving solution that is DDOS-
resistant, zero-downtime, fault-tolerant and censorship-resistant as well as
self-sustaining due to a built-in incentive system which uses peer-to-peer
accounting, SWAP “ Swarm accounting protocol with a tit-for-tat account-
ing scheme”, and allows trading resources for payment. On the 29th of
June 202, the swarm team released the alpha version of Swarm’s Bee client
[95] [96] which changes network protocol from devp2p [97] to libp2p [98]
and announced that the old Swarm client can still be used until the network
exists, however no maintenance or upgrades are planned for it and no com-
patibility. Thus the information mentioned here is based on the new Swarm
Bee documentation. Through the API provided by the bzz URL scheme,
Swarm supports uploading “POST”, appending to existing files and resum-
ing incomplete uploads “PUT”. Each uploaded file is chunked into chunks,
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pieces of data (max 4K), the basic unit of storage and retrieval in the swarm,
has a unique Swarm Hash (a.k.a. bzzhash) [99], a cryptographic hash of data
constructed using a regular hash function (like SHA3) [100] and designed
for the purpose of efficient storage and retrieval in content-addressed stor-
age, both local and networked. It serves as its unique identifier and address,
and a created manifest entry which defines a mapping between arbitrary
paths and files to represent collections. It also contains metadata associated
with the collection and its objects (files). The manifest entry is provided as a
response. The upload tag that we can use to monitor the status of the upload
will contain the reference to the uploaded file as well as the manifest en-
try. Downloading is supported by the bzz URL scheme as well via “GET”.
Uploading and downloading through the network entails costs. [101]

5.3 IPFS(InterPlanetary File System)

The InterPlanetary File System (IPFS) is a peer-to-peer distributed file
system that seeks to connect all computing devices with the same system of
files. IPFS could be seen as a single BitTorrent swarm [102], exchanging
objects within one Git repository [103]. IPFS provides a high throughput
content-addressed block storage model [104](a cryptographic hash over the
content represents the block or object of content), with content-addressed
hyperlinks. IPFS combines a distributed hashtable [105], an incentivized
block exchange BitSwap [106], and a Self-certifying namespace. IPFS has
no single point of failure, and nodes do not need to trust each other. It was
introduced in 2014 by Juan Benet, launched in an alpha version in Febru-
ary 2015, and by October 2015 was described by TechCrunch as ”quickly
spreading by word of mouth [107]”. IPFS has a main implementation writ-
ten in the Go programming language,go-IPFS [108], but another implemen-
tation in JavaScript, js-IPFS [109], thus IPFS nodes could run in client-side
and server-side as well. The key differentiation between IPFS and its pre-
decessors is that its predecessors were not designed as infrastructure to be
built upon while IPFS end goal is to evolve the web itself and be a novel
hypermedia transfer technology that offers global, low-latency, and decen-
tralized distribution. IPFS is in active development and has big community,
the current development state is illustrated here [110] [111]

5.3.1 Nodes Types:

There are four available node types in IPFS Companion:

∗ External: An instance of an IPFS daemon that runs outside of a web
browser process and exposes Gateway and writable API over HTTP at
TCP ports.
∗ Embedded : js-IPFS instance running in the browser (in-memory).
· Can’t act as an HTTP gateway.
· Known to be CPU-hungry over time, which may drain your battery.
· Missing DHT.

∗ Embedded + chrome sockets : Embedded js-IPFS to with a true p2p
experience in browsers that grant IPFS access to chrome.sockets .
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∗ Public: Nodes used as an implicit fallback for its gateway functionality
when an external node is offline or an embedded node is used to see list
of gateways. [112]

5.3.2 IPFS Stack

Figure 5.1: IPFS Stack

5.3.2.1 IPFS core components

∗ IPLD [113]:The data model of the content-addressable web which com-
bines Merkle trees (used in blockchains to ensure immutability check
section 2), and Directed Acyclic Graphs (DAG) [114] (used in Git ver-
sion control, which also allows users to see the versions of content on
IPFS). Any IPLD object consists of 2 components:
1. Data: A blob of unstructured binary data of size ¡ 256 kB, config-

urable.
2. Links: An array of Link structures. Every IPLD Link has 3 parts:
· Name: Name of the Link
· Hash: hash of the linked IPFS object, the default hash algorithm

is sha256
· Size: The cumulative size of linked IPFS object, including fol-

lowing its links.
This adds De-duplication property to IPFS and saves a lot of storage
space as duplicated links in any IPDL object are not uploaded.
∗ IPNS: [115] InterPlanetary Naming System, the alternative decentral-

ized version of DNS [116], used to create human-friendly mutable ad-
dresses on IPFS which always points to the latest version of the content.
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∗ Libp2: A modular network stack to create an overlay p2p network.
libp2p is useful for connection multiplexing. Traditionally, every ser-
vice in a system opens a different connection to communicate with
other services of the same kind remotely which is hard to set up and
expensive to maintain. Using IPFS, you open just one connection, and
you multiplex everything on that. [117]

5.3.2.2 The IPFS Protocol Layer

∗ Identities: This layer manages node identity generation and verifica-
tion using a cryptographic hash of a public-key, created with S/Kademlia’s
static crypto puzzle. [118]
∗ Network: The overlay networks for peer communication. IPFS does

not require nodes to possess IP addresses and is designed to run on
top of any network. to achieve that, IPFS stores addresses as multi-
addr [119] formatted bytes string. multiaddr provides away to express
addresses and their protocols, including support for encapsulation.
∗ Routing:The routing layer is based on DHTs (Distributed Hash Ta-

ble) [120]like S/Kademlia that makes a distinction for values stored
based on their size. Small values (equal to or less than 1KB) are stored
directly on the DHT while in larger values, NodeIds of peers who can
serve the block are stored as references. The routing layer’s purpose is
to find other peers’ network addresses, peers who can serve particular
objects When data is requested by a node within the network.
∗ Exchange:: IPFS implements BitSwap, BitTorrent inspired protocol.

Once the requested data is located, Nodes exchange the data they store
using the IPFS BitSwap exchange protocol.
∗ Object:Data structure of data using Merkle DAG as shown in the below

figure where links between objects are cryptographic hashes of the tar-
gets embedded in the sources. Merkle DAGs provide IPFS many useful
properties, including: [121]
· Content Addressing: all content is uniquely identified by its mul-

tihash checksum, including links.
· Tamper resistance: all content is verified with its checksum. If

data is tampered with or corrupted, IPFS detects it.
· Deduplication: all objects that hold the exact same content are

equal and only stored once.

Page 90 of 163



5.3 IPFS 5 DECENTRALIZED STORAGE NETWORK EXAMPLES

Figure 5.2: DAG Figure
[122]

Each dag node has a unique CID, the hash of the child’s dag node.
CID is a self-describing content-addressed identifier for distributed sys-
tems which doesn’t indicate where the content is stored. It uses several
multi formats to achieve flexible self-description, namely multi hash for
hashes, multi codes for data content types, and multi base to encode the
CID itself into strings [123] as shown in the figures below.

Figure 5.3: CID Format Figure
[124]
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Figure 5.4: CID Format Figure
[125]

∗ Files: Versioned file system hierarchy inspired by Git. The model con-
sists of:
1. block: a variable-size block of data.
2. list: a collection of blocks or other lists.
3. tree: a collection of blocks, lists, or other trees.
4. commit a snapshot in the version history of a tree.
5. Naming: IPFS uses the naming scheme from A self-certifying File

System (SFS) [126] , a distributed file system that doesn’t require
special permissions for data exchange. It gives away to construct
self-certified names, in a cryptographically assigned global names-
pace, that are mutable. Without it, all communication of new con-
tent must happen off-band, sending IPFS links.

5.3.3 How it Works?

It could be divided into two main steps :

1. Joining the network as node: To join the IPFS network, nodes gener-
ate identity to be identified by using a Public Key Infrastructure (PKI)
in the following order :
∗ A node generates a PKI key pair (public key and private key).
∗ Hash the public key
∗ The resulting hash is the NodeId
∗ Upon first connecting, peers exchange public keys, and check: hashother.publicKey

equal other.nodeId If not, the connection is terminated.
2. Upload and fetch data:

(a) Data upload :
∗ Data is chunked into smaller chunks, the IPFS default chunker is

256KB block size, then stored locally on the user’s machine.
∗ The network is notified and DHT is updated with the newly

added data.
(b) Data download :
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∗ A node sends a fetch request with data CID.
∗ Routing protocol locates the addresses of nodes that they store

the data segments
∗ Nodes download data from these nodes into their cache memory.

5.3.4 Availability

5.3.4.1 Garbage Collection
IPFS nodes store data in their case memory, but over time they reach full
memory capacity and Nodes need to clear out previously cached resources
to make room for new resources. Hence IPFS implements Garbage Collec-
tion (GC), the process within each IPFS node of clearing out cached files
and blocks.

5.3.4.2 Pinning service
No guarantee in IPFS that the data will continue to be stored. If the user
wants to ensure that content is retained over the long term. He should pin
it to his local storage. ”Pinning” a CID tells an IPFS server that the data is
important and mustn’t be thrown away. Hence, the garbage collector ignores
it. This process typically called ”Pinning Service”.

5.3.5 Security

5.3.5.1 Network Attacks
[127] One of the most design issues in peer to peer network is its liability to
some attacks that try to disrupt the service like Sybil and DDos attack, IPFS
tries to mitigate this issue through the following

∗ Expanding on already implemented DHTs increases the IPFS security
against Sybil and DDoS attacks.
∗ Using SFS to secure the data traffic, enable nodes to certify each other

to avoid interacting with malicious nodes.

5.3.5.2 Data Integrity
IPFS by design provides end to end integrity .

5.3.5.3 Data Confedentiality
No built-in feature in IPFS for data confidentiality. Users can encrypt data
before uploading it to IPFS. Some applications which are developed on top
of IPFS provide end to end encryption as a feature.

5.3.5.4 Data leakage
In data upload, data is segmented and cryptographically hashed, no built-
in function to prevent an attacker with the cryptographic hash of certain
segments to obtain these certain segments and any other segments linked to
them.
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5.3.5.5 Pricing
Free regardless of the size of data.

5.3.5.6 Replication
When a user uploads data IPFS protocol partitions such data into segments
stores them locally on the node’s machine. Data will remain in the node-
local machine until someone requests it. When data is requested, it’s repli-
cated in the local nodes that have requested that data.

5.3.5.7 Scalability
IPFS has Reached 100,000s of nodes in Apr 2020. In our IPFS practical
implementation, our local node’s peers ranged from 390-440 within the first
5 minutes as will be shown in the lab figures.

5.4 Filecoin

According to [128] , Filecoin is a decentralized storage network that
turns cloud storage into an algorithmic market. The market runs on a blockchain
with a native protocol token FIL (also called “Filecoin”) on top of IPFS. It is
developed by Protocol Labs, a U.S.-based company founded by Juan Benet.
The FileCoin’s ICO was launched in August 2017 with a fundraising goal
of 40,000,000 USD, within 30 minutes, over 200 USD million was raised
and In September the token sale ended achieving 257,000,000 USD (643
percent) of their fundraising goal. Filecoin is still in testnet, an alternative
network to be used for testing, and will launch to miannet, the actual real
network, by August 2020[]. Filecoin network employs Proof-of-Spacetime
and Proof-of Replication [129] [130] to guarantee that miners have correctly
stored the data they committed to store. Thus providing fixes to the in-
evitable drawbacks in IPFS such as instability and incentive mechanisms.
Filecoin uses Expected Consensus (EC) [131] as a consensus algorithm in
creating a new block. CE is a probabilistic Byzantine fault-tolerant consen-
sus protocol, it operates by running a leader election every round. In each
round, on expectation, one participant is eligible to submit a block.

Features that shared between filecoin and IPFS :

∗ Using IPLD for blockchain data structures.
∗ Using libp2p for peer communication and connection establishment
∗ CIDs in both Filecoin and IPFS share a hashing specification
∗ Using graphsync [133] for transferring data between nodes, to enable

direct transfers between IPFS and Filecoin nodes in the future.

5.4.1 Core Components

Filecoin protocol consists of four novel components:
1. Decentralized Storage Network: an abstraction for a network of in-

dependent storage providers to offer storage and retrieval services. in
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Figure 5.5: Filecoin life cycle
[132]

which tuple of protocols (Put, Get, Manage) run by both Miners and
clients.

Figure 5.6: Put and Get functions

2. Novel Proofs-of-Storage: two novels Proofs-of-Storage: Proof-ofReplication:
to prove that data has been replicated to its own uniquely dedicated
physical storage. Proof-of-Spacetime : to prove that storage providers
have stored some data throughout a specified amount of time.

3. Verifiable Markets: Verifiable markets for storage requests and re-
trieval requests to ensure that payments are performed when a service
has been provided correctly.

4. Useful Proof-of-Work: Instead of spending wasteful computation to
mine blocks, Miners only need to store data in the network. The voting
power is not by the computational power he spent to solve the puzzle,
instead, it is proportional to their storage currently in use in relation to
the rest of the network.
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5.4.2 Participants

Participants in filecoin network are classified into three types:
1. Clients who are willing to pay for storing or retrieving data.
2. Storage miners who get tokens for offering storage space. To become

Storage Miners, users must pledge their storage by depositing collateral
proportional to it via Manage.PledgeSector. This process guarantees
the miners’ reliability as the network penalizes the Storage Miners by
taking part of their collateral if they fail to prove the data availability
and integrity. Storage Miners are eligible to be elected to mine new
blocks and receive the mining reward for creating a block and transac-
tion gas for the transactions included in the block.

3. Retrieval Miners who get tokens for retrieving data from storage miners
to clients. They don’t have to store pieces through time nor generate
proofs of storage like Storage Miners.

5.4.3 How it Works?

Figure 5.7: Filecoin stack
[134]
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5.4.3.1 Storing data
At a high level; a client can choose his preferred trade-off between cost,
redundancy, and speed by selecting the miner whose storage offer is best
suited for his needs and submits a bid order, statement of intent to request
or offer a service, to the Storage Market order book, a list of orders, via
Put.addOrder protocol. Storage Miners respond to Put.addOrder requests
and commit to store the client’s data for a specified time with ask order.
Storage negotiation with any miner is done by applications that implement
filecoin protocol. When their orders match, they jointly create a deal order
that commits both them (client and storage minner) to the exchange. The
deal is propagated to the network and added to the orderbook. At this point,
the client starts sending data segments to the Storage Miner, the Network
assigns (AssignOrders) the data to that miner, and makes a note of it in the
allocation table, a data structure that keeps track of pieces and their assigned
sectors. When a Storage Miner sector, some disk space that a Storage Miner
provides to the network, is filled with client’s data pieces, a piece is some
part of data that a client is storing in the DSN, the sector is sealed. Sealing,
a slow sequential operation, is for transforming the data in a sector into a
replica, a unique physical copy of the data associated with Storage Miner’s
public key. During the Proof-of-Replication Sealing, the Sealing operation
is necessary. Worth mentioning that all transactions are done in public on-
chain and the network verifies them. At any time, the client can verify
that his files are being stored correctly by looking at proofs on Filecoin’s
blockchain. In each newly added block, the Network checks if the required
proofs for each assignment are present, valid, and act accordingly. Storage
Miners respond by submitting Proofs-of-Spacetime to prove that they are
storing the data through time. Filecoin has three scenarios :

1. In case of invalid or missing proofs, the Filecoin protocol penalizes
Storage Miners by losing part of their collateral.

2. If large parts of proofs are missing or invalid, the Storage Miner is
considered faulty and the network settles the order as failed and rein-
troduces a new order for the same piece into the market.

3. If every Storage Miner storing this piece is faulty, the piece is lost and
the client gets refunded.

When order’s time is expired or funds run out, the Network processes the
payments to the storage miners and removes the orders as long as the service
was correctly provided.
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5.4.3.2 Retrieving data
Retrieving data is done through the retrieval market where the client finds
the Retrieval Miner who is willing to serve the required pieces and directly
exchange the pieces after they both settle on the price. Retrieval market
is operating off-chain, outside the filecoin blockchain network to mitigate
network bottleneck for fast retrieval requests. Hence, they both have to an-
nounce their orders via gossiping, p2p communication protocol. Thus, to
secure the exchange without relying on any trusted parties since the net-
work, trusted party, is not witnessing the exchange, the Retrieval Miners
split their data into multiple parts and clients pay for each part they receive
via payment channels. The cycle starts with Retrieval Miners gossip their
newly created ask orders and clients gossip their created bid orders. Both
are submitting Get.addOrders. No commonly shared orderbook, so users
add orders to their own orderbook’s view whenever they receive orders with
no committed resource. When their orders match, they jointly create a deal
order and add it to the Get.OrderBook. Miner starts sending each piece
via Get.SendPiece and the client responds and acknowledges delivery by
sending a signed receipt via Get.ReceivePiece which the miner presents to
the blockchain to get his rewards. Once the retrieval operation is done suc-
cessfully, pieces are delivered and payment is sent, both (client and miner)
remove their orders from the order books.

5.4.4 Availability

Filecoin guarantees data availability in a self-healing mechanism. The
Network checks, in every newly added block, whether the required proofs
for each assignment are present, valid, and act accordingly. Filecoin has
three scenarios :

1. In case of invalid or missing proofs, the Filecoin protocol penalizes
Storage Miners by losing part of their collateral.

2. If large parts of proofs are missing or invalid, the Storage Miner is
considered faulty and the network settles the order as failed and rein-
troduces a new order for the same piece into the market.

3. If every Storage Miner storing this piece is faulty, the piece is lost and
the client gets refunded.

5.4.5 Security

FileCoin inherits IPFS security mechanism as well as employs Proofs-
of-Storage to mitigate three types of attacks from malicious miners :

1. Sybil Attacks: creating multiple Sybil identities to store multiple copies
of data, but storing the data only once.

2. Outsourcing Attacks: committing to store more data than the amount
they can physically store.

3. Generation Attacks:Claim they are storing a large amount of data
while they are not.
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5.4.6 Pricing

Determined by supply and demand and negotiable between miners and
users in an open market.

5.4.7 Scalability

Filecoin inherits the scalability features from IPFS. Several Filecoin net-
works for various testing, benchmarking, and optimization needs are built.
The following table illustrates each as they mentioned in their documenta-
tion [135].
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By exploring File Scan Website in Calibration network, we have noticed
that miners distribution is across the world but there is mainstream adoption
in China figure file coin peer and the efficiency in the latest 24 hour of Total
Network is 13.46TB/H.

Figure 5.8: Filecoin peers distribution
[59]
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6 Conclusion

6.1 Analysis

Through the past chapters, we have explored various storage models with
different topologies and capabilities, in this chapter we are articulating the
research outputs. This chapter is divided into four parts. In the first part, we
are concluding the main pros and cons of each. In the second part, we are
giving a summarized technical comparison between each technology. The
third part contains the survey result and in the last part, we are giving our
recommendations for businesses based on some proposed use cases.

6.2 Pros and Cons of each storage model

6.2.1 On-premises storage

Figure 6.1: On-premises storage pros and cons
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6.2.2 Cloud based storage

Figure 6.2: Cloud based storage pros and cons
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6.2.3 DSN

Figure 6.3: DSN pros and cons
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6.2.4 Summarized technical comparison

Figure 6.4: Summarized Technical Comparison
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6.3 Our Recommendation

So at the end, What is better for your company; on-premises or cloud
or using DSN? Many established companies wonder if it is worth it to tran-
sition out of their on-premises technological infrastructure and move on to
the cloud or to implement it on DSN. In contrast, several newer compa-
nies wonder if they should invest their early capital in on-premises systems.
Each technology might have its own enthusiasts who believe in its capabil-
ities and potential impact, have good marketing strategies to make higher
business profits or have a long success history for decades with giant com-
panies behind with well-established networks and businesses. Each party
might say that his solution fits your needs. Among the endless claims from
each party, lots of misleading decisions were made, lots of money were lost
and at the end, the business might fail and we might lose an innovative idea
that might make our life much better.

Generally, to choose which option is right for your company, it is im-
portant to think about the needs of your business. There are trade-offs to
whatever option you choose, so you should be fully informed before you
decide how many on-premises or cloud services or even block chain tech-
nology you include at your company.

In this part, we will try to articulate the potential business use cases
and evaluate how much each model might fit. The order of model sug-
gestion is gradually from best to least suit. So, According to your busi-
ness needs :
∗ less capital investment:Some DSNs give you free storage service oth-

ers give you cloud competitive prices determined by a hypercompeti-
tive open market, thus DSN is recommended to be your first choice.
The second choice would be definitely using Cloud as opEx investment
model, with pay as you use/go feature, you only pay for the resources
that you are using. While in your first set up on-premises storage, which
is capEx investment, you’ll have to invest a significant amount of cap-
ital to purchase the servers and other pieces of hardware to get started.
For companies just trying to get off the ground, this level of capital
investment can be a huge disadvantage. Along with purchasing the
equipment, you’ll also need to devote time and money to make sure it’s
properly installed.
∗ Provide greater security:Higher confidentiality: on-premises would

be your first and best option. Unlike cloud-storage, which is more vul-
nerable to third parties and prying eyes, on-premises storage is com-
pletely restricted from anyone other than authorized personnel. On-
premises servers are not accessible to those outside the network, as
they are not storing the data online. For companies who handle sensi-
tive data, like those in the financial industry, on-premises storage may
be a preferred option. Cloud storage with encryption at transit and at
rest to protect your data from data breach vulnerability which happened
from time to time .DNS could be your third option by considering us-
ing platforms that have a built-in encryption mechanism or encrypt your
data before uploading it. Choosing the strongest encryption algorithm
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would protect your data from some attacks to compromise it.
∗ Higher Integrity: DSN is tamper-resistance by design and It could

give you a higher level of integrity. Thus DSN is your first option.
Cloud implements different data integrity checking algorithms; which
eliminates the third party auditing. Also on premises, it is more secure
and more manageable so there is better chance of data integrity.
∗ Higher scalability with less efforts: If your company scales up and

needs more storage space or other capabilities, DSN is scalable by de-
sign and would give you the highest scalability compared to the other
alternatives with no/less cost. Cloud could give you more scalability
over on-premises. it’s more difficult to scale your on-premises servers
quickly. Unlike cloud-storage, where companies can simply pick a
more expansive plan with a click, on-premises storage requires you to
install new hardware and devote manpower to building the new sys-
tems.
∗ High-Frequency Data: If your data might be requested frequently, you

could get the benefits of DSN robust design and with no cost. DSN
will scale as requests grow; the more frequently your data is being re-
quested, the more available it will be. Cloud could be your second
choice as it could scale fast as needed but with extra cost and less effi-
ciency compared to DSN. On-premises would be your worst choice in
terms of cost , time, management and efficiency.
∗ Secure Disaster Recovery: If your business needs disaster recovery

service, your first choice would be Cloud. Cloud provides Disaster
Recovery as a Service (DRaaS). In terms of cost, time , replication and
maturity, Cloud is better than the other alternatives. DSN comes as
a second choice as it lacks maturity. On-premises is your last choice
because of time and cost to build the infrastructure.
∗ Offline operation: One of the major upsides to on-premises storage is

that it does not require users to have an internet connection to access
data. Though most businesses rely on the internet to conduct business,
there’s always a fear that the loss of a connection could harm productiv-
ity and make it impossible to access crucial data. On-premises servers
will provide you with an internal network that is accessible anytime, no
matter your internet connection. Neither cloud nor DSN will fit your
business in this case.
∗ Lower monthly internet costs: If your business does not rely on any

internet services, you may not need to pay for such a high-speed con-
nection. For those with on-premises storage, the need for a strong con-
nection with fast download speeds is reduced even further. DNS re-
quires lower connection speed compared to cloud especially with deal-
ing with large files. Based on your needs, you may not have to pay for
a more expensive internet plan if you don’t have to access the cloud to
view files.
∗ Control over server hardware: Some companies prefer having dedi-

cated servers within their building to handle all their needs. In this case,
on-premises is your first option. The second choice would be using the
cloud but a concern might arise; if you ask a cloud storage company
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to upgrade their storage plan or add new features, the company can
simply do the upgrades themselves. Potentially, being able to modify
the server’s hardware can give savvy companies greater flexibility and
customization for their storage needs. DSN is not applicable here.
∗ less IT support: Both DSN and Cloud would be your best suit in this

case. Given that DSN in terms of price is less than cloud, we think
DSN could be your first choice then Cloud as the second choice. If
you decide you want to use on-premises storage, you’ll also need to
have IT staff to maintain and manage your servers. Hence you have to
hire new staff members or devote more of your current staff’s time to
maintaining the servers. This extra support can add to your costs and
reduce the efficiency of your IT department as they will have increased
responsibilities associated with the on-premises servers.
∗ Stable technology: If you are searching for technical stability to avoid

unexpected technical issues, Both On-premises and Cloud are very sta-
ble. We recommend Cloud as the first choice as it opEx investments
and provides lots of on-demand robust services and tools. The second
choice is definitely on-premises with high stability and long history.
DSN is a new technology and not mature enough. Picking DSN as an
option comes with the tradeoff of immaturity issues.

6.4 Survey output

In August 2020, We conducted a survey with a purposive sampling, focusing
on senior to managerial role-based with hands-on experience in on-premises and
cloud check Variety of experience level Figure below . With average years of
experience of 8.1, minimum 3 years and 18 years Maximum. Our ultimate goals
are to validate our research hypothesis and explore the local market through in
person distributed surveys. We used both open and close question types based on
the kind of information we needed to know.

Figure 6.5: Variety of experience level Figure

The survey identified several key findings as follows:
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1. 68.4 percent has experience working on storage on-premises .

Figure 6.6: Count of people working on storage in data center.

2. 47.1 percent has encountered vendor lock-in in upgrading storage on-premises
,while 21.1 percent has encountered vendor lock-in in migration on Cloud.

Figure 6.7: Count of people who faced vendor lock-in issue in upgrading storage on-
premises.

3. The overall satisfaction rate using storage on-premises was 4 , while the
overall satisfaction rate using storage on Cloud was 4.1.

4. 46.6 percent was using Azure , 46.6 percent was using AWS , 33.3 percent
was using google cloud and 40 percent was using other cloud providers .

5. 47.4 percent was already aware of the DSN. Worth mentioning, only 0.5
percent of them could mention a correct DSN network which means that
this result is misleading.

6. 42.1 percent was interested in mining with their legacy storage to get rev-
enue.
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Figure 6.8: Count of people who faced vendor lock-in issue in migration.

Figure 6.9: satisfaction rate using storage on-premises
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Figure 6.10: satisfaction rate using storage Cloud

Figure 6.11: Cloud providers usage rate
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Figure 6.12: Decentralized Storage networks

Figure 6.13: Number of people interested in mining with their legacy storage to get
revenue
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6.5 Conclusion

Through this paper, we have explored storage in different models; defining
the state of the art of each technology and articulating opportunities, and
challenges; technical and from business-wise. Our goal is to inform the
reader of the latest updates, similarities, and differences to choose his trade-
offs based on his needs and a good knowledge base. We believe that each
model will remain, they are not competitive, regardless of the endless race,
each has its unique value proposition that fits a real use case.
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A Appendix A:ECS Object Storage

This appendix will show the ECS Connection Manager”Kemp” interface, and the
support for different ECS deployment use cases including TLS Offloading to op-
timize performance and purpose built Templates to ensure desired configurations
based on best practices.

A.1 ECS Connection Manager

A.1.1 Create Virtual Service

1. On the desktop double click Google Chrome to open the browser.

Figure A.1: Open Google Chrome

2. Click ECS Conn Mgr in the Bookmarks Bar.

Figure A.2: ECS Conn Mgr

3. Enter Credentials,Navigate to SSL certificates.”A Certificate must be added
on ECS Connection Manager to support the secure connections from the
application accessing the storage meanwhile optimizing performance by en-
abling SSL/ TLS Offloading”.

Figure A.3: SSL Certificates
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4. Click Import Certificate.

Figure A.4: Import Certificate.

5. Choose File,Navigate to Desktop and open the folder named Certificate,Select
kemp.pfx and click Open.

Figure A.5: Choose Kemp Certificate.

6. Enter password and certificate identifier.

Figure A.6: password and certificate identifier.

7. Certificate installed successfully.

Figure A.7: Certificate installed successfully
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8. Navigate to Virtual Services and Add New , and enter the following Virtual
Service IP Address 192.168.1.100

Figure A.8: Enter Virtual Service IP Address

9. Select Template.

Figure A.9: Select Template

10. Select Certificate.

Figure A.10: Select Certificate

11. Open real servers section, and add new

12. Add ECS NODE 1, and repeat this for Node2,3 and 4.

Figure A.11: Add real server
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Figure A.12: Add ECS NODE 1

Figure A.13: Open S3, add new account ECS connect

Figure A.14: Add object id

A.2 Connect to ECS through ECS connection manager

1. Double click on S3.

2. Proceed to ECS web interface. An Object ID and Secret Access Key are
provided by ECS and are required for authentication to the storage .

3. Save configuration.

4. After clicking Add new account in the previous step the S3 Browser will
have a successful connection to the ECS Storage. The ability to view the
available bucket(s) verifies an established connection.
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Figure A.15: Add account info

Figure A.16: Add account info

Figure A.17: Verify connection
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5. Upload files to ECS through S3 browser.

Figure A.18: Upload files to ECS through S3 browser

6. Navigate to objects folder on desktop,select all images.

Figure A.19: Select images

7. All of the images will be added to the ECS Storage through ECS Connection
Manager.

Figure A.20: Images added to ECS

8. In the left-hand navigation click Statistics and then Real Time Statistics,
choose real time servers.This will display the real time connections for each
of the ECS Nodes.
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Figure A.21: Images added to ECS

9. This will display the real time bytes for each of the ECS Nodes.

Figure A.22: Images added to ECS
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A Appendix B:Azure Storage

This appendix contains details about how to create an Azure Storage account,
upload files on Blob, Table, File-share, and create a virtual machine on an un
managed disk.

A.1 Creating Azure account on the Azure portal:

1. Login to Azure site using your Microsoft mail: www.azure.com

2. choose “Create resource” as in the below figure:

Figure A.1: Create a resource

3. Then choose from the column “Storage account”

Figure A.2: Storage account

4. Create subscription and resource group as the below figure

Page 120 of 163



A.1 Creating Azure account A APPENDIX B:AZURE STORAGE

Figure A.3: subscription and resource group

5. Creating a name for the storage account which must be a unique name within
Azure.Also choosing the location where the data will be stored within it(by
default it is East US.Choosing the Performance tier(the default option is
standard which is based on HDD),Choose in the account type the default
which is StorageV2,Replication is Read-access geo redundant storage(RA-
GRS) and the last choice is the access tier which is by default hot.

Figure A.4: Creating Storage Account

6. Choose the default for all the next pages till the (review+create) page as the
below figure:

7. By clicking create button the creation of the Storage account is done as the
below figure:
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Figure A.5: Review and Create Storage Account

Figure A.6: verify the creation of Storage Account

Page 122 of 163



A.2 Create Blob service A APPENDIX B:AZURE STORAGE

A.2 Create Blob service and upload a file to it

1. Create the container where the blob is stored on it, Choose container from
the overview page as the figure below:

Figure A.7: choose the container service

2. Create new container by clicking on “+ container” bottom, then name this
container as the figure below:

Figure A.8: Creating of a new container

3. The container which we name”first” is created now as shown in the figure
below.
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Figure A.9: The end of container creation

4. Uploading a file to the blob using the power shell and the Az command butt
first we need to download Azure CLI and then use the Windows PowerShell
to login to the Azure portal using the command “az login” after this a new
window asking for the Azure username and password as shown in the below
figure:

Figure A.10: Login to the Azure portal using PowerShell

5. Uploading a video file with size 1G using this command.
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In our scenario :
– the account-name is ¡maiazure¿
– account key is hxFuHxu745Gvl8ZAqjzKTQCBt1DLV 509qTvtb1sQhvhsb3U4zpag93KDvRBrbq3pZ4/1pTE4PfCeP0OoirKpew ==>
)

– Container-name is ¡first¿
– File path
– isC : Users− ayadDesktop− V 2FundamentalsofTelecom2.wmv

– Name is “videoblob”

So the command will be as the following:

6. The figure below shows uploading the file to the blob.

Figure A.11: uploading a file to Blob 1

7. When accessing the Azure portal we will find that the file is existing now as
shown in the below figure:

8. On Azure portal there are many tools help to analysis azure service(Blob,Queue,Table,File
and disk) as shown in the figure below:

9. Click “Metric” in the left column, then click “add metric” and choose the
metric you want to help you in your analysis. The figure below shows the
capacity.

10. We can show many metrics in one chart, the figure below shows the Avail-
ability, Ingress, Egress, Success E2E latency, Success Server latency and
Transactions metrics in one chart.

11. There are another way for analysis from the overview page, you can choose
the account(container or file or table or queue) and then four charts will be
displayed four four matrices which are Total Ingress, Total Egress, Average
Latency, Request Break down as shown in the figure below.
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Figure A.12: verification of the uploaded

Figure A.13: choosing the metrics to analysis blob service

Figure A.14: Analysis based on the capacity

12. Regarding the price metric ,Azure offers a site https://azure.microsoft.com/en-
us/pricing/calculator/ that gives you the cost according to some feature which
are region, account type, performance tier, storage account type, redundancy
type, access tier and capacity taken in consideration that any change in these
factors affect the cost.
The figure below shows the cost of the account that we created according to
the features we chose
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Figure A.15: Availability, Ingress, Egress, Success E2E latency, Success Server latency
and Transactions metrics

Figure A.16: available metrics in the overview page

Figure A.17: The cost of the account created
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A.3 Create Queue service and add messages to it

1. After accessing Azure portal and creating storage account, we will create
queue service.First access the Queue service from the overview page as
shown in the figure below

Figure A.18: Accessing the queue service

2. Add Queue, by clicking on “+ Queue” as shown on the figure below:

Figure A.19: Add new Queue

3. Then give name to this Queue as show in the figure below:

4. Now we create a Queue and named it “mai”.

5. To add a message to the Queue, we first access it and then click”+Add mes-
sage” as shown in the figure below.

6. After adding a message to the Queue,begin to write the text you want inside
this message and choose the expiration date for this message(by default it is
7days),you can too choose to be expired as shown in the figure below:

7. After adding the messages, you can delete one of these message by clicking
”dequeue message”, the first message will be deleted first as shown in the
figure below.

8. Also we can clear the whole Queue by clicking on”Clear Queue”
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Figure A.20: Give a name to the Queue

Figure A.21: End the step of creating the Queue and giving it a name

Figure A.22: Adding a message to the Queue

9. You can analyze the Queue service by clicking “Metric” in the left col-
umn,then click “add metric” and choose the metric you want to help you in
your analysis. The figure below shows the capacity

10. We can show many metrics in one chart, the figure below shows the Avail-
ability,Ingress,Egress,Success E2E latency,Success Server latency and Trans-
actions metrics in one chart.
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Figure A.23: Adding a text to the message

Figure A.24: Deleting a message from the Queue

Figure A.25: Clearing the Queue 1

11. There are another way for analysis from the overview page,you can choose
the account(container or file or table or queue) and then four charts will be
displayed four four matrices which are Total Ingress,Total Egress,Average
Latency,Request Break down as shown in the figure below.

12. Regarding the price matric ,Azure offers a site https://azure.microsoft.com/en-
us/pricing/calculator/ that gives you the cost according to some feature which
are region,account type,performance tier,storage account type,redundancy
type,access tier and capacity taken in consideration that any change in these
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Figure A.26: Analysis based on the capacity matric

Figure A.27: Availability,Ingress,Egress,Success E2E latency,Success Server latency
and Transactions metrics

Figure A.28: available metrics in the overview page

factors affect the cost The figure below shows the cost of the account that
we created according to the features we chose
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Figure A.29: calculating the cost

A.4 Creating a file share

1. In order to create a file share or (unmanageddisk) you have to create a stor-
age account first please refer to section.(4.1 Creating Azure account on the
Azure Portal).

Figure A.30: Storage Account Overview

2. Click on file share
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Figure A.31: File share1

Figure A.32: File share2
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A.5 Connecting to a file share

3. Log in to your azure portal and navigate to the share.

Figure A.33: File Share Window

4. Click connect and Copy the script that is written in the gray box .

Figure A.34: Command for connecting file Share

5. Open windows power shell on your computer,Paste the command you typed
in PowerShell CMD
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Figure A.35: connecting file using power Shell

6. In The figure below, the pc is trying to connect share through port 445

Figure A.36: connecting file using power shell running

Figure A.37: connecting file using power shell END
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7. open file Explorer, the “nashwatestfileshare” will be mounted as shown be-
low.

Figure A.38: File Share is Mounted

A.6 Uploading files to file share

1. Login to Azure through cli, you will be prompted by a browser page asking
you for your email and password, once you gave your credential, you will
be redirected to the PowerShell again

Figure A.39: Login to Azure using CLI

2. Type the following command in order to upload a video file to your Azure
File share.

• Wait until upload reaches 100 percent, you will notice while data is transferred to
cloud the ingress rate is increasing.

• Note that you can export the values of this graph in excel sheet as shown below.
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Figure A.40: uploading files with Graph 1

Figure A.41: uploading file is completed.

Figure A.42: Metrics in Excel sheet
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A.7 Azure Cosmos DB

1. login to azure portal and navigate to “Azure Cosmos DB”

Figure A.43: Cosmos DB

2. By clicking “Azure Cosmos DB” a wizard will be prompted to you asking you to
fill The resource group (you can think of resource group a folder that combines
objects that related to each other for example “Virtual machines that belongs to
the web project”)In the API field select “Azure Table” Here you can select the
location you need and accept the default values in the upcoming fields.

Figure A.44: Create Azure Cosmos Basics 1

3. Just click next to the following configuration parts accepting the default values
then click finish Deployment will be under way.
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Figure A.45: Cosmos DB in Progress

4. When Deployment is done, you will be redirected to a ”welcome page of Cosmos
DB”.

Figure A.46: Created Cosmos DB

5. Click new table ,then fill the name and throughput you designed for as shown
below.

Figure A.47: Creating a table

6. Now you will have this sample table as illustrated below .
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Figure A.48: Created table

7. Click on “Sample Table” to add entities as follow.

Figure A.49: Creating a table

8. Open the command prompt and type md \c : git−samples”tocreateafoldernamed\gitsamples”inyourlocalpc.

Figure A.50: Creating a table

9. Run a git bash, and navigate to “git samples” then type “git clone https://github.com/Azure-
Samples/azure-cosmos-table-dotnet-core-getting-started.git” to install sample projects
Note: you have to install get bash first .
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Figure A.51: cloning Sample projects get from GIT repository

10. In Visual Studio,click the File menu, select Open, then choose Project/Solution.

Figure A.52: Open Project Solution

11. Go to the folder where you copied the sample application and open the TableStor-
age.sln file

Figure A.53: Open Cosmos Samples projects

12. The project will be launched.
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Figure A.54: Cosmos Table Sample

13. Go to Azure portal, click Connection String. copy the PRIMARY CONNEC-
TION STRING.

Figure A.55: Connection String

14. Then open the file “settings. json “ under cosmos Table samples solution to paste
the primary connection string .

Figure A.56: Json Connection String

15. Right click on the “CosmosTablesamples” project in solution explorer and select
manage nutmeg.
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Figure A.57: Json Connection String

16. In the NuGet Browse box, type Microsoft.Azure.Cosmos.Table. it will display
the Cosmos DB Table API client library.if you enable Azure while installing the
visual Studion ,you will find that “Microsoft Azure Cosmos Table” already in-
stalled .

Figure A.58: Microsoft Azure Cosmos Table Library

17. Open “Basic Samples.CS” file under COSMOS Table Samples Solution and in-
sert break points on line 52 and 55.just to be able to read data while program is
running

Figure A.59: Insert Break point
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18. Press F5 to execute the application ,the console will show the name of the new
table which is DEMOA13B1 in aure CosmosDB

Figure A.60: Running Application

19. Also go to Azure portal to show the created table by the running app.

Figure A.61: Table created by Application

20. Also navigate to show the throughput.

Figure A.62: Number of Http request

21. Press F5 to run the app to the next breakpoint. When you hit the breakpoint,
switch back to the Azure portal, click Entities again to open the Entities tab, and
note that the phone number has been updated to 425-555-0105.
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Figure A.63: phone number value

22. Press F5 to run the app. The app adds entities for use in an advanced sample app
that the Table API currently does not support. The app then deletes the table cre-
ated by the sample app. In the console window, press Enter to end the execution
of the app.

A.8 Creating a Virtual Machine with Unmanaged Disk

In order to create a VM with unmanaged Disk, you have to create a storage account
first

1. Navigate to Azure portal and select virtual machine ,create a virtual machine

Figure A.64: Virtual Machine Menu 1

2. The following page will be displayed asking about resource group ,machine name
,region,image, size, username and password
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Figure A.65: Virtual Machine Menu

3. In Disk Section select standard HDD Disk and press radio button no for use man-
aged disk and select Storage account “nashwaunmanagedDisk” which was cre-
ated in advance.

Figure A.66: Virtual Machine Menu

4. Accept the default of the rest section “network”, “management”
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Figure A.67: Creating VM Network Setting

5. Then select create

Figure A.68: Creating VM Validation

Figure A.69: VM Deployment in progress

6. When you see your deployment is complete as below :
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Figure A.70: VM Deployment finished

7. Navigate to storage account called “Nashwa unmanaged Disk”.you will notice
that blob containers has the VHD container

Figure A.71: VM Hard disk in Blob

8. Now you can see the virtual hard disk in the vhd blob.

Figure A.72: VM VHD in Blob

A Appendix C:IPFS

This appendix contains details about how to actually connect to IPFS as an external
node and as an embedded node.

1. As external node To start, you’ll need to install it on your system:

• Install IPFS https://dist.IPFS.io/go-IPFS

Page 148 of 163



A APPENDIX C:IPFS

65

• Create node identity

Figure A.1: Create node identity

• Take your node online.

Figure A.2: Take your node online.

• By default, your gateway is not exposed to the world. It only works locally.
To add file , IPFS add ¡file¿

Figure A.3: Add file from cli

• To read file , IPFS cat ¡CID¿

Figure A.4: Add cat file in cli

• To download the file : IPFS get ¡CID¿
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Figure A.5: IPFS get

• To list all current peers : IPFS swarm peers.

Figure A.6: IPFS get

2. To list all current peers : IPFS swarm peers.

Figure A.7: IPFS get

3. Manage your node in Web console : open http://127.0.0.1:5001/webui You can

Figure A.8: Dashboard

get some states about your current bandwidth, files ,and connected peers , their
locations and latency .
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Figure A.9: IPFS Peers

Figure A.10: peer by country

4. After 5 minutes

Figure A.11: file in web console

AS Embedded node For testing purposes, we have developed a basic react app to con-
nect as an embedded node. We have developed an AES based encryption/decryption
function in order to add the missed built-in privacy function. https://github.com/EmanHerawy/web3Drive
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Figure A.12: running app

• Add js-IPFS backpage Using Npm , npm install IPFS Browser CDN < scriptsrc =
”https : //cdn.jsdelivr.net/npm/IPFS/dist/index.min.js” >< /script >

• To start node and connect to IPFS through public nodes .

Figure A.13: create ipfs node in js

• To add file to IPFS

public nodes .

• To fetch (get data)
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Figure A.14: ipfs add in js

Figure A.15: ipfs get in js
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In order to explore the free hosting features that IPFS offer, we have hosted
the app using Fleek and got a free domain linked to CID based on IPFS
IPNS.

Figure A.16: ihosting in fleek
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