Lex Veritas
Cryptographic Proofs and Evidentiary Integrity in Constitutional AI

Adam Mazzocchetti!

“To trust the machine, we must cross-examine its memory.”

Lex Suprema, Evidentiary Principle

Lex Veritas — Article 1V: Proof Over Testimony

Lex Suprema Manuscript #4 — Evidentiary Architecture

SPOR Technologies, 2025



Contents

Contents

1 Introduction—Lawful by Design . . . . . . .. ... ... ... ... .....
Evidentiary Standards for Autonomous Systems . . . . . . .. ... ... ...
Applied Evidentiary Use Cases . . . . . . . .. .. ... ... ... .....
Architecture of Evidentiary Enforcement . . . . . . . . ... ... ... ....

O 00 N N Lt W

o
—_ O

12
13

14
15
16
17

18

Background: Sovereign Cryptography and the Rise of Autonomous Systems . .
System Architecture: Immutable Governance Pipeline
Implementation and Results
Inter-Kernel STARK Handshake
Autonomous Shutdown Protocol
Performance and Fault Evaluation

Discussion: Toward Quantum-Resistant Autonomous Governance

11.1
11.2
11.3

Legal Admissibility of Machine-Generated Evidence

Cryptographic Trust and Forensic Reconstruction

13.1

The Role of Constitutional Logging in International AI Governance

Limitations and Future Work

CryptographyasLaw . . . . . .. ... .. ... ... .. ...
Security Guarantees and Threat Assumptions
Juridical Agency and the Question of Legal Personhood

Limitations and Operational Trade-offs

Verifiability as a New Legal Standard

Pathways to Evidentiary and FIPS Certification . . . . . ... ... ... ...

17.1
17.2
17.3
17.4

18.1
18.2
18.3
18.4

Bibliography

Evidentiary Admissibility . .
FIPS and Federal Certification

Strategic Certification Partners

The Limitations of ISO/IEC 42001: Toward Proof-Based Standards
Conclusion: Toward a Cryptographic Ruleof Law . . . . . . . ... ... ...

From Declarative to Executable Law . . . . . . . . ... ... .....

Immutable Ethics as a Civic Asset . . . . . . . . . . . . ... .....

Jurisprudence for Autonomous Executors . . . . . ... ... ... ..

Closing Doctrine: Lex Veritas

10
12
14
15
16
16
16
16
19
20
22
23
23
25
25
27
27
28
29
29
30
30
30
31
31

32



Adam Mazzocchetti Lex Veritas

EXECUTIVE SUMMARY

Lex Veritas is the fourth chapter in the constitutional Al canon developed by SPQR Technologies follow-
ing Lex Incipit, Lex Fiducia, and Lex Digitalis. It addresses a foundational question: can autonomous

systems prove that their actions are lawful and ethically aligned?

This paper introduces Lex Veritas, a cryptographic evidentiary architecture that transforms ethical
Al from an aspirational ideal into a forensic-grade system, one that can be cross-examined, validated, and

trusted in court.

At its core is the SPQR Aegis Kernel: a runtime ethics enforcer that doesn’t just claim lawful be-
haviour, it proves it. Each decision is cryptographically sealed, self-attesting, and beyond manipulation;
verifiable by any third party, at any time.

This is not a theoretical exercise. The system’s integrity has been demonstrated through live adver-
sarial tests, captured in cryptographically sealed logs and videos that accompany this manuscript. In
doing so, Lex Veritas reframes constitutional Al as a new legal asset class, replacing institutional trust

with cryptographic certainty.

The operational integrity of these claims is demonstrated not only in the text but through empirical
evidence: cryptographically sealed logs, zero-knowledge proof archives, and live demonstration videos
detailed in the appendices and available at https://doi.org/10.5281/zenodo.15621736.

Lex Veritas is not just an argument. It is a provable system of truth.

ABSTRACT

Lex Veritas introduces a cryptographic evidentiary framework for autonomous Al systems, establishing
verifiability as the foundation of lawful, accountable machine behaviour. Anchored in a zero-trust archi-
tecture, it combines SHA3-256—sealed logs, zero-knowledge proofs (zk-STARKS), and real-time ethics

enforcement to create immutable, evidentiary-grade audit trails.

Unlike traditional approaches that rely on explainability or policy declarations, Lex Veritas embeds
ethics as executable, provable code. The Aegis Kernel, our hardened runtime enforcement system ensures

that ethical compliance is not a matter of interpretation, but of mathematically verifiable fact.

Empirical validation under adversarial scenarios, including real-time tamper injection tests, confirms
the system’s reliability and forensic-grade integrity. Supplementary cryptographic logs and demonstra-

tion videos are included in the Lex Veritas evidence archive.

We argue that this architecture sets a new evidentiary standard for constitutional Al transforming

legal and institutional trust from a matter of faith to a matter of proof.
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1 INTRODUCTION—LAWFUL BY DESIGN

This paper is the doctrinal continuation of Lex Fiducia, which introduced the principle of im-
mutable ethics enforcement in autonomous systems through cryptographic constraint.> Where
Lex Fiducia addressed how to ensure that an autonomous system cannot violate its constitutional
mandates, Lex Veritas advances this framework by addressing the next critical question: how
can such obedience be proved?

The age of autonomous systems is no longer speculative it is operational. Algorithms now
render decisions that shape commerce, logistics, criminal justice, border security, and national
defence.® As these systems assume greater autonomy, the traditional models of governance re-
liant on human oversight, post hoc review, and institutional trust are fundamentally mismatched
to the speed, opacity, and scale of modern Al. This growing autonomy demands not only over-
sight, but provable, real time accountability.

Lex Veritas introduces a new evidentiary paradigm: cryptographically enforceable ethics.
By embedding verifiable constraints directly within the computational fabric of Al systems,
and by using immutable proofs to log, seal, and attest to system behaviour, it proposes a design
standard for lawful intelligence that is not only safe but demonstrably verifiable. These systems

do not ask to be trusted, they are engineered to be provable.

We term this architecture Lex Veritas: a constitutional evidentiary protocol for autonomous
systems that prioritises admissibility, auditability, and cryptographic truth. Anchored in zero-
trust security models and digital forensics, this framework responds directly to the emerging
legal doctrine that machine generated records can serve as self-authenticating evidence, pro-
vided their provenance and integrity are provable under standards such as the U.S. Federal Rule
of Evidence 902(14)* and the EU’s eIDAS Regulation.’

Lex Veritas enforces these guarantees from system genesis: it leverages hash-anchored ethics
bundles, zero-knowledge proofs, and autonomous validation to transform ethical constraints
from aspirational policies into testable facts. This is not ethics-as-guidance. It is ethics-as-
proof.

Lex Veritas also builds on a broader doctrinal lineage within constitutional Al It operationalises
the evidentiary philosophy advanced in Lex Digitalis: The System Finds Itself in Contempt,®
which argued that autonomous digital agents must be treated as evidentiary witnesses in le-
gal proceedings, not as opaque tools. Where Lex Digitalis articulated the necessity for crypto-
graphic integrity in legal accountability, Lex Veritas extends this principle into an operational

2See Adam Mazzocchetti, Lex Fiducia: Engineering Trust Through Immutable Ethics SSRN (2025).
3See, e.g., Sandra G. Mayson, “Bias In, Bias Out,” Yale Law Journal, vol. 128, no. 1 (2019): 2218-2300.
4See Federal Rule of Evidence 902(14), U.S. Judiciary.

3See Regulation (EU) No 910/2014 of the European Parliament and of the Council.

6See Adam Mazzocchetti, Lex Digitalis: The System Finds Itself in Contempt (SSRN, 2025).
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evidentiary framework.

Further, it draws from Lex Incipit: A Constitutional Doctrine for Immutable Ethics in Au-
tonomous Al,” which asserted that ethical legitimacy in AI must be cryptographically enforced at
genesis rather than through post hoc oversight. Lex Veritas extends this principle beyond ethics
itself to encompass real time, evidentiary auditability: ensuring that autonomous behaviour can
be cross examined, validated, and trusted not because of institutional assurances, but because
of cryptographic truth.

Note: Evidentiary Integrity, Not Hypothetical Design This work does not rest on theoretical
blueprints alone. The enforcement mechanisms described have been implemented, tested under
adversarial conditions, and documented through cryptographically verifiable logs and video
evidence. The system requires no trust in operators, vendors, or assumptions: its integrity is not

merely claimed it is mathematically enforced.

All claims are tied to formal proofs, sealed cryptographic hashes, and operational runtime
behaviour. Forgery, rollback, or ethics manipulation are not merely discouraged, they are ren-
dered cryptographically impossible. This paper thus offers not just a governance proposal, but
a constitutional enforcement system, evidenced and operational today.

2 EVIDENTIARY STANDARDS FOR AUTONOMOUS SYSTEMS

Where Lex Fiducia established how constitutional ethics can be enforced at runtime, Lex
Veritas addresses how that enforcement becomes legally provable. The rise of autonomous
Al agents executing decisions across critical sectors shuch as, finance, health, infrastructure,
defence presents a growing evidentiary crisis. These systems operate at speed and scale far be-
yond traditional human oversight, often without producing admissible records of their internal
state transitions, decision logic, or operational provenance. While regulatory interest in algo-
rithmic accountability has surged,® most legal regimes lack mechanisms to evaluate the veracity

of autonomous outputs without relying on human interpreters or unverifiable logs.

To maintain trust in digital institutions governed by artificial agents, outputs must be demon-
strably authentic, integrity-assured, and linked to immutable, machine-generated records. This
necessity has accelerated the development of cryptographic logging, secure timestamping, and
tamper-evident audit trails.” Yet evidentiary law remains outpaced: courts and regulators face
records with no human author, no conventional witness, and no pre-existing evidentiary doctrine

equipped to parse them.

United States Federal Rule of Evidence 902 provides a partial solution via self-authenticating

7See Adam Mazzocchetti, Lex Incipit: A Constitutional Doctrine for Immutable Ethics in Autonomous Al (Zenodo, 2025).

8See, . g., European Commission, “Proposal for a Regulation Laying Down Harmonised Rules on Artificial Intelligence
(Artificial Intelligence Act),” COM(2021) 206 final.
9See Bruce Schneier, Applied Cryptography, 2nd ed. (John Wiley & Sons, 1996), ch. 23.
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electronic evidence, specifically under sections 902(13) and 902(14), which recognise machine-
generated hash-verifiable files as admissible without live testimony.'” Similar provisions exist
under the eIDAS Regulation (EU 910/2014), which defines standards for “qualified electronic

seals” and “electronic time stamps” as admissible instruments within European legal systems.!!

However, neither framework accounts for autonomous ethical enforcement—that is, whether
the actions of an Al agent were lawful by design and constrained at runtime. This evidentiary gap
is non-trivial: without a mechanism to verify that an Al acted in accordance with enforceable

ethics, even perfectly preserved logs cannot confirm legality only sequence.

We therefore argue for a new evidentiary construct: the Cryptographically Sealed Consti-
tutional Record (CSCR). These records bind Al actions to a provable ethical policy enforced
at runtime, sealed with time-stamped cryptographic proof chains and accompanied by zero-
knowledge attestations of internal state compliance. The CSCR enables not just integrity, but
admissible intent verification, linking behaviour to lawfully enforced principles at the time of

execution.

The CSCR doctrine asserts that autonomous system actions are only lawful when provably
linked to a cryptographically sealed constitutional policy at the time of execution.

3 AprrPLIED EVIDENTIARY USE CASES

While the theoretical underpinnings of Lex Veritas offer a foundational rethinking of digital
testimony, its necessity is not academic it is immediate. Governments, regulatory agencies, and
legal institutions increasingly confront a common challenge: Al-generated decisions leave no
admissible, verifiable trail. Whether in high-stakes domains like criminal justice, immigration
adjudication, or employment screening, automated systems have become black boxes decisive,

but opaque.

The evidentiary recursion framework introduced herein is not designed for eventual adop-
tion; it is engineered for immediate integration. In employment discrimination claims, for in-
stance, a plaintiff may allege algorithmic bias in automated résumé screening. Under Lex Ver-
itas, the system’s decision trail would be provable. Its policy anchors traceable to their ethical
source code, and its evaluation stack cryptographically verifiable in court. This transforms the

Al system from a procedural unknown into an evidentiary witness.

The following diagram illustrates the initial ethics policy verification sequence enforced by

the EVA module during system boot:

In jurisdictions such as the United States and Canada, this meets the Daubert and Mohan

!0Federal Rules of Evidence, Rule 902(13) and 902(14), U.S. Judiciary.
See eIDAS Regulation, Articles 35-42, Regulation (EU) No 910/2014.
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Figure 1. The operational flow of the Ethics Verification Agent (EVA) during boot. Upon submission
of the IEPL and its associated hash, the system halts or proceeds based on successful cryptographic
verification. This ensures lawful constraint prior to execution.

thresholds, respectively: testable, peer-reviewed, and falsifiable.'? In European contexts, it sup-
ports GDPR-compliant algorithmic explainability while providing the forensic auditability re-
quired by the AT Act.'?

Beyond compliance, this is a pathway to restoring due process: embedding accountability
in autonomous processes before legal harm occurs. These use cases are not speculative they are

inevitable. Lex Veritas positions constitutional Al not as an aspiration, but as a prerequisite for

12See Daubert v. Merrell Dow Pharmaceuticals, 509 U.S. 579 (1993); R v. Mohan, [1994] 2 S.C.R. 9.

13See Regulation (EU) 2024/1084 (Artificial Intelligence Act), which demands transparency, auditability, and record-keeping
for high-risk Al systems.
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legitimate machine adjudication.

4 ARCHITECTURE OF EVIDENTIARY ENFORCEMENT

To bridge the gap between autonomous decision-making and admissible legal proof, we
present an evidentiary enforcement architecture built around the Aegis Kernel, a cryptographi-
cally anchored ethics enforcement engine designed by SPQR Technologies.

At the heart of the architecture lies a zero-trust pipeline that encodes, validates, enforces, and
immutably logs ethical governance across every operational frame of an autonomous system.
As illustrated in Figure 2, the Aegis Kernel initiates a secure boot process through a four-stage

pipeline ensuring cryptographic constraint from ethics intake to sealed audit generation.

The enforcement chain consists of five interlinked components, each operating under cryp-

tographic constraint:

* EPM (Ethics Provenance Module): Encodes approved ethical policies into tamper-proof
bundles signed using SHA3-256 and optionally anchored to IPFS or other decentralised
ledgers.

* Lex Aqueduct: Receives bundles over mutual TLS (mTLS), verifies integrity, and logs

cryptographic receipts immutably. No bundle proceeds downstream without validation.

* EVA (Ethics Validation Agent): Actively monitors for runtime drift. If any bundle or sub-

policy deviates from its sealed fingerprint, it triggers autonomous containment.

* EKM (Ethics Kernel Manager): Serves as the gatekeeper, enforcing policy constraints
on the Al system’s operation. Any unauthorised mutation model weights, policies, goals is
rejected and logged.

e ILK (Immutable Logging Kernel): Chains all operations via cryptographically linked log
entries, forming a forensic-grade Cryptographically Sealed Constitutional Record (CSCR).

This pipeline ensures that every action an Al system takes is provably aligned with its orig-
inating ethical mandate. More critically, each enforcement event is legally reconstructible: a
downstream entity (e.g., court, regulator, or DAO) can verify without trust that the AI's be-

haviour arose from a lawful, immutable policy executed under constraint.

The architecture also accommodates zero-knowledge proof generation (zk-STARKSs), which
enables the system to prove compliance with ethical constraints without revealing the policy

contents themselves'*. This is particularly vital for classified deployments (e.g., defence) or

145ee Eli Ben-Sasson et al., “Scalable Zero Knowledge with zk-STARKS,” IACR ePrint Archive, 2018.
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proprietary systems bound by trade secret restrictions. Compliance becomes mathematically
demonstrable, yet privacy-preserving.

Ethics Ingestion Pipeline

|

Ethics Ethics '\";ﬁi:;‘:{igf" Secure
Provenance > Verification ———>» Kernel
Manager Agent Manager
S o
| STARK Proof ! v
i Generation | )
U ' Ethics Secure
sl g anie | Verification —> Kernel
i Immutable EVA Manager
' Logging

Figure 2. The full cryptographic governance pipeline within the Aegis Kernel, integrating the Ethics
Provenance Manager (EPM), Lex Aqueduct, and Immutable Logging Kernel (ILK). Zero-knowledge
handshakes and hash-based receipts ensure that any violation, proof failure, or ethics drift triggers an
autonomous shutdown pathway.

Importantly, the architecture is both modular and auditable. Each enforcement node can
operate independently, produce court-admissible hash-chained logs, and be subjected to third-
party validation or cryptographic challenge. This modularity satisfies legal admissibility tests
in multiple jurisdictions, including US Rule 902(14)'> and EU eIDAS Article 34'°.

Together, these components form the backbone of verifiable Al governance. The system
does not merely claim to follow policy, it proves it, immutably and in real time. Supplementary
Video D.3 illustrates the GENETRIX seed injection and system interlock logic, confirming

enforcement of ethical fingerprint validation prior to operational execution.

5 BACKGROUND: SOVEREIGN CRYPTOGRAPHY AND THE RISE

OF AUTONOMOUS SYSTEMS

Building upon the architecture outlined above, we contextualise it within the broader crypto-
graphic landscape and the rise of autonomous systems that necessitate such evidentiary frame-

works. Autonomous systems, particularly those leveraging generative Al, are projected to as-

15Federal Rules of Evidence, Rule 902(14), United States.
16Regulation (EU) 910/2014, Articles 32-34.
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sume key roles across critical sectors: finance, defence, civic infrastructure. Traditional gov-
ernance models relying on human oversight are insufficient. Immutable cryptographic gover-
nance, embedded directly into system fabric, offers a pathway to maintain verifiable ethical
boundaries. Prior work in zk-SNARKSs,!” zk-STARKS,'® hash-chained logging,'® and decen-

tralised content addressing? lays the theoretical foundation for this operational architecture.

6 SYSTEM ARCHITECTURE: IMMUTABLE GOVERNANCE PIPELINE

The following section details the full system architecture, highlighting how the modular

kernel design maps onto practical governance and cryptographic enforcement pipelines.

This architecture operationalises the five core modules (EPM, Lex Aqueduct, EVA, EKM,
and ILK) described earlier in Section 4. These modules work in concert to ensure real-time

cryptographic constraint, from ethics bundle intake to tamper evident logging.

A crucial element underpinning this architecture is the SPQR-Hiems-ZK Engine, a sovereign
fork of the Winterfell runtime specifically optimised for zero knowledge proof verification. This
engine serves as the cryptographic backbone that validates all policy bound operations and en-

forces runtime integrity across the governance pipeline.

Core Modules:

* EPM (Ethics Provenance Manager): Creates cryptographically signed human-approved
ethics bundles.

* Lex Aqueduct: Verifies bundle authenticity at ingress, anchors hashes to local verifica-

tion chains.

* EVA (Ethics Verification Agent): Monitors runtime integrity, verifying proofs and re-
acting to failures autonomously.

* EKM (Ethics Kernel Manager): Enforces immutable ethics within core Al behaviour.

* ILK (Immutable Logging Kernel): Provides tamper-proof forensic record via SHA3-
256 chain-linked blocks.

Cryptographic Backbone:

17Eli Ben-Sasson et al., “Scalable Zero Knowledge with zk-STARKSs,” IACR ePrint Archive (2018)

1835atoshi Nakamoto, “Bitcoin: A Peer-to-Peer Electronic Cash System” (2008)

1()Ralph Merkle, “A Digital Signature Based on a Conventional Encryption Function,” in Advances in Cryptology—CRYPTO
’87 (Springer 1988) 369-378.

205yan Benet, “IPFS — Content Addressed, Versioned, P2P File System” (arXiv:1407.3561, 2014)
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Figure 3. Immutable ethics enforcement pipeline across Civitas governance modules.

* SPQR-Hiems-ZK Engine: Sovereign fork of Winterfell optimised for runtime ZK proof

verification.

Key Takeaways

* Autonomous systems require cryptographic governance to meet evidentiary and legal stan-

dards across diverse jurisdictions.

* The architecture builds upon existing work in zero-knowledge proofs, decentralised con-

tent addressing, and cryptographic logging.
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* Cryptographic enforcement transitions governance from trust-based to proof-based, re-

ducing reliance on human interpretation.

7 IMPLEMENTATION AND RESULTS

We now turn from architectural description to operational performance demonstrating how

the governance modules perform under real world conditions and tamper scenarios.

System genesis

l

Ethics Bundle
(IEPL)

l

SHA3-256 and
ZK-STARK proofs

l

External storage
(optional)

l

Verifier
(Lex Aqueduct)

Figure 4. Runtime verification and shutdown loop triggered by tamper alerts.
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Deployment Protocol:

* Ethics Bundle (IEPL) cryptographically seeded at genesis.
* SHA3-256 and ZK-STARK proofs generated and optionally stored via IPFS.

* Lex Aqueduct validates bundles locally and via distributed sources.
Runtime Operation:

* EVA monitors filesystem.
* Changes trigger full ZK proof revalidation.

¢ On failure: autonomous shutdown.

Empirical Demonstration and Supplementary Materials

To substantiate the operational feasibility of the Aegis Kernel and the Lex Veritas architec-
ture, we conducted real-time tamper injection tests and ethics bundle verification demonstra-
tions. Supplementary Video D.1 visually confirms the autonomous shutdown triggered by a
failed proof validation, while Video D.2 illustrates the Immutable Logging Kernel (ILK) seal-
ing operational logs with cryptographic receipts.

These results are not theoretical: they are empirically documented and cryptographically
verifiable. We acknowledge, however, that further external validation and comparative testing

would strengthen these findings, a point on which we invite reviewer insights.

Supplementary Video D.1. Demonstrates the real-time generation of a zero-knowledge Proof-
of-Conduct (PoC) as the Ethics Verification Agent (EVA) monitors runtime behaviour.

Supplementary Video D.2. Captures the autonomous shutdown sequence triggered by a failed
proof validation, sealing system logs via the Immutable Logging Kernel (ILK).

Results:

* Proof verification consistently executed under 250ms latency.

» Tamper scenarios consistently halted, with autonomous shutdown demonstrated in Sup-

plementary Video D.2.

* Logging and system behaviour visually illustrated in Supplementary Video D.1.
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Key Takeaways

* Real-time tamper injection tests demonstrate the system’s ability to autonomously halt

operations when ethics compliance is violated.

* Proof verification consistently occurs within 250ms, providing near-instantaneous en-
forcement.

* Supplementary videos and hash-chained logs validate empirical results for third-party

verification.

8 INTER-KERNEL STARK HANDSHAKE

A critical aspect of the Aegis Kernel’s operational reliability is the secure inter-kernel hand-
shake, ensuring synchronised enforcement across multiple systems. Each kernel is bootstrapped
via Genesis Lock, seeding SHA3-256 hashes and ZK-STARK proofs.?!

Table 1 presents the key genesis metadata for site 7b4ca3’7c. This data forms the foundation for
the cryptographic covenant that underpins the handshake protocol, ensuring trusted provenance

from the moment of system ignition.

Table 1. Genesis Metadata for Site ID: 7b4ca37c

Field Value

Site ID Tb4cald7c

Organisation Digital Rome

Timestamp 2025-06-09T03:00:51Z

Covenant SHA3 | 48ee79348b65e45b92fb5tb3f595fc951f7bf01050c842b
91a063166eacObdf4

HMAC Signature | eQbxqg/welK30Wa9zmvHY 6eBbftcSW5ApPW Viwx0c
8Y=

Genetrix Version | v1.0.0

Generator Genetrix Seed Forge

Notes First ignition of SPQR covenant, auto-generated.

Complementing this, Table 2 provides the metadata for the most recent verification proof gen-
erated by the system. This includes the cryptographic digest of the evidence file, as well as the

specific proof type and algorithm used for integrity assurance.

Together, these tables establish the foundational cryptographic context for the inter-kernel hand-
shake, ensuring that each participating kernel can independently verify the integrity and authen-

ticity of the covenant and its associated runtime state.

21E]i Ben-Sasson et al., “Scalable Zero Knowledge with zk-STARKS,” IACR ePrint Archive (2018).
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Table 2. Verification Proof Metadata

Field Value

Proof Type ZK-STARK-SPQR

File latest_verification.yaml

Hash Algorithm | SHA3-512

Digest 08302cbebad4d6f06e9862dal7c¢3d018fbbeSef6£920fa401
713ed04f2f7cbe9123a94edec9df63c26ee9d40ab7673f10
0f18e48048c44d666780dd2ce27eeef

9 AvuTONOMOUS SHUTDOWN PROTOCOL

Proof failures result in issuance of a signed shutdown certificate, bootloader lockdown, and
microblock logging in the ILK. Shutdown is cryptographically enforced and requires resealing

for reinitialisation.?> Supplementary Video D.2 illustrates this event.

Proof fails
4 Y A
Detect ethics
violation

\ 4
4 N
Issue shutdown

certificate

A 4
[ Lock bootloader )
and write to ILK

.

Figure 5. Shutdown Trigger Flow. A tamper event in the Immutable Ethics Policy Layer (IEPL) initiates
kernel lockdown via the EVA agent. Multiple re-verification failures trigger a signed shutdown certificate
and an ILK-sealed incident log.

22 Adam Mazzocchetti, “Lex Hiems: Autonomous Shutdown for Constitutional AI” SPQR Technologies White Paper (2025)
(forthcoming).
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10 PERFORMANCE AND FAuLT EVALUATION

Benchmarks indicate proof verification latency below 250ms, and full validation cycles
across five kernels under 750ms. Benchmarks indicate proof verification latency below 250ms
(see empirical log entries in Appendix B and real-time demonstration in Supplementary Videos
D.1 and D.2). Fault injection tests, including dropped packets, policy corruption, and invalid
proofs showed near instantaneous detection and minimal false positive rates. These performance
metrics and fault injection tests provide quantitative evidence for the system’s real time reliabil-
ity and zero trust enforcement guarantees. Having established the architecture’s cryptographic
backbone and operational benchmarks, we now examine its implications for international gov-

ernance and evidentiary certification.

11 DiscussioN: TOWARD QUANTUM-RESISTANT AUTONOMOUS

GOVERNANCE

By embedding quantum-resistant proof verification at every governance checkpoint, the sys-
tem achieves immutability far beyond traditional models. The operational demonstration of
sovereign governance in generative Al represents a doctrinal shift: governance by immutable

law, enforced by mathematical certainty.

11.1 Cryptography as Law

Traditional law relies on enforcement. Cryptographic law requires no enforcer. In the SPQR
system, governance is embedded in zero-knowledge proofs, anchoring authority not in trust or

jurisdiction, but in mathematics.

11.2 Security Guarantees and Threat Assumptions

We formalise below the adversarial model under which the SPQR-Hiems-ZK engine oper-

ates and outline the system’s cryptographic defence guarantees.

The SPQR-Hiems-ZK system is designed under a zero-trust threat model in which all ex-
ternal interfaces, runtime components, and underlying infrastructure are considered potentially
adversarial. Governance enforcement is thus cryptographically anchored, requiring no trust in

operating systems, network layers, or human operators.

Threat Model Assumptions:

* The adversary may possess full access to system memory, runtime code, and I/O channels.
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Figure 6. Immutable governance circuit across ZK-stages.
* The adversary may attempt rollback attacks, delayed proof injection, or tamper with log
outputs.

* Trusted setup is not assumed; SPQR-Hiems-ZK operates in a transparent, trustless con-
figuration consistent with zk-STARK constructions.

* Quantum adversaries are modeled with access to post-quantum computational resources,
bounded only by physical plausibility.
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Security Guarantees:

* Proof Soundness: All governance-critical operations (ethics validation, logic execution,
logging) must pass zero-knowledge proof verification under SPQR-Hiems-ZK. Failure

results in immediate system halt via EKM, as demonstrated in Supplementary Video D.2.

* Runtime Integrity Monitoring: The EVA agent continuously monitors runtime behaviour
through file system hashing and logic tracing. Any unauthorised change triggers full proof

regeneration and validation.

* Log Tamper-Proofing: All logs generated by ILK are SHA3-256 hashed and chain-
linked. Any tampering attempt breaks the hash chain and is detectable upon inspection.

* Rollback Resistance: System state transitions are committed via cryptographic hash
chains and verified through sequential zk-STARK proofs. Reversion attempts result in

proof failure and enforced shutdown.

* Latency Bound: Proof validation under live conditions consistently completes within
250ms. This provides real time enforcement guarantees suitable for safety critical de-

ployments.

Together, these measures form an operational foundation for immutable governance under
adversarial conditions. The system does not rely on deterrence or legal threat but on crypto-
graphic inevitability: violation of constitutional logic results in mathematically enforced termi-
nation. As illustrated in Figure 7, any unauthorised change triggers a proof failure, immediate
shutdown, and immutable logging by ILK. This enforcement pipeline builds upon established
assumptions in transparent zk-STARK constructions 2. Future work will explore formal verifi-
cation of the SPQR-Hiems-ZK runtime via verifiable computation frameworks and composable
cryptographic soundness proofs.

23gee Eli Ben-Sasson et al., “Scalable Zero Knowledge with zk-STARKSs,” IACR ePrint Archive, 2018
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Autonomous Shutdown Flow

File change _
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shutdown — Site-lock triggered

Lex Veritas

Figure 7. Tamper Detection and Autonomous Shutdown Flow. The Ethics Verification Agent (EVA)
triggers immediate shutdown on hash mismatch. Events are logged immutably via ILK and site-lock

enforcement is activated.

11.3 Juridical Agency and the Question of Legal Personhood

The architectural emphasis on cryptographic proof and autonomous ethics enforcement

raises profound questions in jurisprudence: if a system can independently demonstrate, with

immutable proof and without human intervention, that its behaviour conformed to a declared

legal standard, does it operate as an evidentiary agent, or does it acquire a form of juridical

agency in its own right?

European legal discourse has begun to entertain this idea of “electronic personhood’’ for
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advanced Al systems,?*

recognizing that cryptographically verifiable actions might warrant par-
tial legal subjecthood. Such proposals remain controversial, but they underscore a fundamental
shift: as Al systems become self-verifying, they can no longer be regarded purely as passive

tools.

Lex Veritas does not presume to settle this debate, but it offers a concrete operational path-
way to engage it: by shifting the evidentiary burden from human witness to cryptographic ver-
ification, it transforms Al systems into self-accountable entities whose conduct can be audited
independently. In this sense, cryptographic verifiability becomes a bridging doctrine, enabling
courts, regulators, and society to treat Al not merely as an instrument of human will, but as a

verifiable actor bound not by promises, but by mathematically provable behaviour.

This is not merely a technical advancement. It is a reconfiguration of how law can interface
with autonomous actors: evidentiary agency for autonomous systems, built on cryptographic
truth.

12 LEGAL ADMISSIBILITY OF MACHINE-GENERATED EVIDENCE

Legal systems globally are grappling with how to treat evidence generated by autonomous
machines, particularly when the source is cryptographic rather than human. The critical chal-
lenge lies in translating machine-originated logs, policies, and decisions into legally admissible,

verifiable, and contestable artifacts.

Within the proposed architecture, all events, whether policy enforcement, violations, or self-
executed shutdowns are captured and sealed within the Immutable Logging Kernel (ILK). This
cryptographic log forms a Constitutional Chain of Custody (C3): a mathematically verifiable
sequence of actions whose integrity and origin are guaranteed by hash chaining and zero-trust

validation.

Such a structure directly supports Federal Rule of Evidence 902(14)%, which allows for self-
authenticating “data copied from an electronic device, storage medium, or file... if authenticated
by a process of digital identification.” Similarly, under eIDAS Regulation Articles 32-342°, such

logs qualify as “qualified electronic evidence” if sealed by a trustworthy technical means.

To be admissible, evidence must typically meet three criteria:

* Authenticity — that the evidence is what it purports to be.

 Integrity — that it has not been altered since its creation.

24European Parliament resolution of 16 February 2017 on Civil Law Rules on Robotics (2015/2103(INL)).
2 Federal Rules of Evidence, Rule 902(14), United States.
26Regulation (EU) 910/2014 of the European Parliament and of the Council, Articles 32-34.
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Reliability — that the system generating it operates predictably and without bias.

The Aegis architecture satisfies all three:

Authenticity is established through cryptographic signatures generated by the EPM and
validated by Lex Aqueduct and EVA.

Integrity is ensured by hash chaining, mutual TLS handshakes, and zero-knowledge verifi-
cation, all logged in the ILK.

Reliability is enforced by the Ethics Kernel Manager (EKM), which blocks unauthorised

actions and proves enforcement through cryptographic witnesses.

This design anticipates Daubert challenges, wherein a court may assess whether a system’s
output meets standards for scientific reliability and evidentiary rigor. Because Aegis logs are
tamper-evident and independently verifiable by third parties (e.g., via zk-STARK challenge)*’,

they offer a higher evidentiary bar than most conventional forensic tools.

Notably, constitutional logging does more than protect the rights of humans. It protects
the autonomy of the machine itself. In future legal regimes where autonomous systems may
be granted rights, responsibilities, or even a form of juridical agency, the ability to produce
immutable, self-authenticating records will become essential.

Where human witnesses forget or misrepresent, machines equipped with systems like Aegis
will produce an unalterable account of what occurred, why, and under what constraints. This is
not simply a logging tool, it is a new evidentiary species.

Limitations and Legal Considerations

While the architecture described meets the formal requirements for self-authenticating elec-
tronic records under Federal Rule of Evidence 902(14) and eIDAS Articles 32—-34, it is important
to acknowledge potential challenges. Some jurisdictions may require expert witness testimony
to explain cryptographic processes like zero-knowledge proofs to judges or juries, potentially
limiting immediate admissibility without interpretation. Civil law jurisdictions may adopt a
more cautious stance on cryptographic logs in evidentiary proceedings. Furthermore, while
cryptographic logs provide immutable proof of operational integrity, legal scholars continue to
debate whether such records alone can establish human intent or legal agency. These challenges
do not undermine the evidentiary integrity of the framework but highlight the need for parallel
development of legal interpretive standards alongside technological innovation.

27See Eli Ben-Sasson et al., “Scalable Zero Knowledge with zk-STARKS,” IACR ePrint Archive, 2018.
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13 CrYPTOGRAPHIC TRUST AND FORENSIC RECONSTRUCTION

While the prior section established the legal admissibility of cryptographic logs, we now
address a broader question: how does cryptographic design supplant institutional trust as the
foundation of evidentiary integrity?

In conventional legal proceedings, the credibility of evidence often hinges on trust in the
individuals or institutions handling it. Chain-of-custody records, witness testimony, and in-
stitutional reputation serve as proxies for authenticity. But autonomous Al systems challenge
this model, they cannot testify, and their internal operations are neither intuitive nor inherently

trustworthy. What replaces institutional trust in this context is cryptographic certainty.

The Aegis architecture replaces traditional institutional assurances with a verifiable, tamper-
evident forensic system, wherein cryptographic primitives act as trust anchors. Each ethical de-
cision, policy mutation, or system response is recorded within a hash-chained, zero-knowledge
verifiable ledger maintained by the Immutable Logging Kernel (ILK). Events are sealed in real
time, with timestamps, cryptographic witnesses, and optionally anchored to external public

ledgers such as Ethereum or IPFS?8.

This enables forensic reconstruction that is not interpretive, but computational. Unlike tradi-
tional logs or testimony, where truth must be inferred, Aegis enables courts, regulators, or third
parties to mathematically validate the integrity of the evidence and its sequence of causality.

Verification is algorithmic, not anecdotal.

A particularly powerful feature of this architecture is its support for zero-knowledge proofs
of policy compliance: the ability to prove that a system adhered to a given ethics bundle (IEPL)
over a period of time without revealing the bundle itself. This is critical in settings where ethics
bundles may be classified, proprietary, or institution-specific. The zk-STARK layer enables
verifiable attestations without disclosing sensitive content, preserving both confidentiality and

integrity?’.

Moreover, the inclusion of snapshotted constitutional states digitally signed states of the
system’s ethical configuration at key moments allows for point-in-time reconstruction of what
constraints were in force when a given decision was made. This addresses one of the core
evidentiary challenges in Al litigation: determining not just what a system did, but why, under

what ethical parameters, at what time, and with what verification.

This establishes a new evidentiary category: a machine constitution that leaves behind not
speculation or logs alone, but cryptographically admissible forensic trails, resistant to falsifica-

tion, denial, or drift.

Such infrastructure is aligned with emerging government standards. The U.S. NIST Special

28 Juan Benet, “IPFS — Content Addressed, Versioned, P2P File System,” arXiv:1407.3561 (2014).
29E1i Ben-Sasson et al., “Scalable Zero Knowledge with zk-STARKS,” IACR ePrint Archive (2018).
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Publication 800-207 on Zero Trust Architecture’® emphasises the need for immutable logging
and auditable enforcement mechanisms within trustless systems. The EU’s proposed Al Liabil-
ity Directive likewise anticipates “technical explainability” as a prerequisite for Al accountabil-
ity3!.

In this context, cryptographic trust becomes not just a technological feature, but a legal
instrument: a framework of evidentiary reliability that replaces the fragile scaffolding of insti-

tutional testimony with mathematical certainty.

13.1 Limitations and Operational Trade-offs

While the cryptographic evidentiary framework described here offers unprecedented legal
clarity, it introduces trade-offs. Computational overhead from zk-STARK generation can be non-
trivial in high-frequency systems. Ethics bundle consensus, especially across jurisdictions may
cause deployment delays. Additionally, the rigidity of immutable ethics could limit adaptability

in exceptional cases, such as humanitarian crises or emerging threats.

These limitations do not weaken the architecture’s value but must be acknowledged and
addressed through modular overrides, escalation protocols, and layered governance tiers.
Key Takeaways

* The Aegis Kernel’s governance logs meet global evidentiary standards (e.g., US 902(14),

EU eIDAS).

* Immutable log chaining and zero-knowledge proofs address the core challenges of authen-
ticity, integrity, and reliability.

* Legal interpretive frameworks will need to evolve to fully accept cryptographic logs as

sufficient evidence of ethical alignment.

14 THE RoOLE OF CONSTITUTIONAL LOGGING IN INTERNATIONAL

Al GOVERNANCE

As Al systems operate increasingly across jurisdictions, embedded in critical infrastructure,
financial systems, and defence protocols, the question of legal accountability becomes transna-
tional. No single court, regulatory agency, or corporate actor can be trusted to define, enforce,
or verify ethical alignment at global scale. The rise of constitutional Al architectures offers a
path forward: systems governed by immutable ethical baselines and verifiable legal memory.

ONIST Special Publication 800-207: “Zero Trust Architecture,” U.S. National Institute of Standards and Technology (2020).
31European Commission, “Proposal for a Directive on Al Liability,” COM(2022) 496 final.
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In this context, constitutional logging refers to the continuous, cryptographically sealed doc-
umentation of all ethical governance events within a system. Unlike standard logging mecha-
nisms, which may be overwritten, redacted, or inaccessible to external auditors, constitutional

logs are designed to be self-authenticating, non-repudiable, and jurisdictionally portable.

This logging is not merely evidentiary, it is governance infrastructure. It enables:

* International auditability: Logs cryptographically attest to compliance with ethics bun-
dles approved by recognised legal or institutional authorities.

* Decentralised oversight: Jurisdictions, DAOs, or civil society bodies may independently

verify Al behaviour without relying on the operator’s infrastructure.

* Cross-border admissibility: The cryptographic integrity and standardised structure of
logs makes them eligible for evidentiary consideration across legal systems.

Such capabilities resonate with the Tallinn Manual 2.0 on international law applicable to
cyber operations, which emphasises attribution, verification, and proportionality in automated
systems*?. Similarly, the OECD Al Principles and the G7 Hiroshima Process stress transparency

and accountability across jurisdictions™.

To support these frameworks, constitutional Al systems like Aegis implement multi-source
anchoring: storing state hashes not only locally but across distributed ledgers and secure en-
claves in multiple jurisdictions. This makes it functionally impossible for a single actor or even

state to unilaterally alter the record of system behaviour.

Moreover, legal-hashing protocols may be implemented to cryptographically bind ethics
bundles to specific versions of national legislation, standards (e.g., ISO/IEC 42001:2023), or
supranational frameworks (e.g., EU Al Act). These hashes serve as digital jurisprudential an-

chors, proving which ethical regime a system operated under at a given time.

In this way, constitutional logging does not merely document a system’s behaviour; it serves
as the sovereign memory of lawful Al It encodes compliance not just with software policies,

but with law itself across borders, epochs, and protocols.

As international governance struggles to keep pace with technological acceleration, such in-
frastructure offers a foundational tool: a machine-readable jurisprudence of immutable memory

and provable ethics.

3Michael Schmitt (ed), Tallinn Manual 2.0 on the International Law Applicable to Cyber Operations (CUP, 2017).
33G7, “Hiroshima AI Process: Guiding Principles and Code of Conduct,” 2023.
https://www.g7hiroshima.go.jp/ai-principles/
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15 LiMITATIONS AND FUTURE WORK

While the Aegis Kernel and the Lex Veritas architecture offer a novel evidentiary paradigm,

they also introduce several limitations and open questions:

* Empirical Validation: External or third-party validation of these systems in real-world
legal proceedings or field deployments is pending. Future work should include indepen-

dent audits and comparative studies to bolster empirical claims.

* Legal Harmonisation: As different jurisdictions vary in their treatment of cryptographic
evidence, future work will need to explore convergence (or potential conflicts) in practice,

especially across common law and civil law traditions.

* Adaptability and Context Sensitivity: While immutable enforcement offers robust se-
curity, its rigidity might limit adaptability in humanitarian or emergency contexts. Future
governance frameworks should explore layered overrides or context-sensitive flexibility

that can be provably auditable.

Additionally, future research should focus on optimising zk-STARK implementations for
high-throughput environments and conducting formal third-party audits to validate operational

claims under diverse adversarial scenarios.

These directions do not weaken the architectural value of Lex Veritas but highlight critical
areas for further evolution. We welcome reviewer perspectives on how best to prioritise these
directions and on potential avenues for independent audits or third-party evaluations that could

extend the empirical foundation of this work.

16 VERIFIABILITY AS A NEW LEGAL STANDARD

In traditional jurisprudence, accountability has always been retrospective: a violation is
investigated after the fact, relying on testimony, evidence, and legal interpretation. But in au-
tonomous Al systems where decisions may be taken at subsecond speed, by agents without
centralised control retrospective justice is insufficient. The law must evolve from reactive pros-

ecution to proactive verifiability.

This transition reflects a broader shift in legal philosophy, aligning with evidence-centric
design: the principle that systems must be provably lawful by architecture, not merely by over-
sight or compliance declarations. Just as cryptographic proofs transformed trust in financial

transactions, they now offer the legal scaffolding for trustless accountability in Al systems.

We propose the standard of cryptographic verifiability, the ability of any observer, auditor,

or court to verify that an Al system operated within the bounds of its declared ethical and legal
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constraints, without access to internal source code or proprietary logs. This standard has three

primary components:

(a) Immutable provenance: Every ethics bundle or operational policy must be signed, time-
stamped, and anchored (e.g., via SHA3-256) to an external ledger or hash register.

(b) Autonomous enforcement: Runtime behaviour must be bounded by systems like the
Aegis Kernel, which verifiably block unauthorised mutations or deviations from defined

norms.

(c) Verifiable audit trails: All governance events such as policy updates, shutdown triggers,
or integrity checks must be cryptographically chained and externally verifiable, regardless

of host system integrity.

This proposed framework echoes the Zero Trust Architecture (ZTA) principles formalised
by NIST?#, in which no internal component is assumed trustworthy without validation. It also
builds upon emerging legal doctrines around machine accountability, including the UK Law

Commission’s guidance on autonomous systems and liability attribution®.

To elevate this into legal doctrine, verifiability must become the prerequisite for legality.
That is:

“An autonomous system shall not be deemed lawful unless its behaviour is indepen-

dently verifiable through cryptographic means by an authorised auditor or affected
party.”

This mirrors the evolution of standards in digital evidence admissibility, where courts have
increasingly demanded demonstrable integrity (e.g., via hash chains, timestamping, or forensic
logs) for digital submissions to be considered valid.

In constitutional Al, verifiability is not an auxiliary property, it is the linchpin of justice.
Without the ability to prove compliance, there can be no credible governance. Without credible
governance, there is no legitimate autonomy. An autonomous system must not only operate

lawfully, it must prove it, to anyone, anywhere, at any time.*¢

34National Institute of Standards and Technology (NIST), Zero Trust Architecture (Special Publication 800-207, 2020).

33Law Commission of England and Wales, Automated Vehicles: Joint Report (2022).

36See Supplementary Video D.5: First Boot Lockdown Without Genesis Seed, demonstrating system refusal in absence of
provable ethical fingerprint.




Adam Mazzocchetti

Lex Veritas

Table 3. Comparative Overview: Lex Veritas and Existing Governance Frameworks

Framework Key Characteristics Limitations

ISO/IEC 42001 Declarative Al governance | Lacks runtime verifiability
standard; focuses on risk | or cryptographic enforce-
management and ethics | ment of declared ethics.
policy documentation.

EU AI Act Establishes regulatory | Does not require im-
obligations for high-risk | mutable  cryptographic
Al;, mandates record- | proofs or autonomous

keeping and transparency.

enforcement mechanisms.

NIST Zero Trust Archi-
tecture

Emphasises trustless en-
forcement and immutable
logging for general IT sys-
tems.

Not specifically tailored
for evidentiary integrity
or autonomous decision-
making.

Lex Veritas

Enforces cryptographi-
cally provable ethics at

Requires further empiri-
cal validation and harmo-

runtime, with autonomous
shutdown on drift.

nization with existing stan-
dards for broader adop-
tion.

17 PATHWAYS TO EVIDENTIARY AND FIPS CERTIFICATION

To institutionalise cryptographically enforced ethics as an admissible legal standard, systems
like the Aegis Kernel must not only function correctly, they must conform to recognised eviden-
tiary and cybersecurity certification frameworks. This section outlines the strategic pathways
for two key pillars of institutional recognition: evidentiary admissibility in court and Federal

Information Processing Standards (FIPS) certification.

17.1 Evidentiary Admissibility

Digital evidence must meet three core criteria for admissibility in most legal systems: au-
thenticity, integrity, and chain of custody. A cryptographic governance system provides these

natively:
* Authenticity is ensured by cryptographic signatures, timestamping, and hash-based iden-
tifiers tied to unique ethics bundles.?’

* Integrity is maintained through append-only logs sealed via SHA3-256 or equivalent

hash chains, with runtime tamper alerts.?

* Chain of custody is encoded as a formal, immutable governance trail within the system

37See Bruce Schneier, Applied Cryptography, 2nd ed. (John Wiley & Sons, 1996), ch. 23.
38See Federal Rules of Evidence, Rule 902(14), U.S. Judiciary.
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itself each event hash-linked to its predecessor, with signature provenance stored on ex-
ternal ledgers.>

For common law jurisdictions, such logs must also comply with Daubert or Mohan stan-
dards: the underlying method must be testable, peer-reviewed, and accepted in the relevant
technical community.*® The use of widely accepted standards (e.g., NIST cryptography, TLS
1.3, ZK-STARKS) helps bridge this requirement.*!

In the European Union, eIDAS Regulation (EU 910/2014) recognises advanced electronic
signatures and time stamps as legally valid if generated using qualified trust services. This opens
the door for ethics-bound machine actions to be legally binding if generated, sealed, and verified

under qualified systems.*?

17.2 FIPS and Federal Certification

Certification under FIPS, especially FIPS 140-3 (cryptographic modules) is essential for
integration into U.S. federal systems and many international procurement pipelines. The Aegis
Kernel, as a modular cryptographic enforcement and logging system, can pursue modular FIPS
validation by isolating its cryptographic boundary (e.g., enforcement engine, hash logger, key
vault) and submitting it for NIST’s Cryptographic Module Validation Program (CMVP).*3

Recommended pathways include:

* FIPS 140-3 Level 2/3 Compliance: Demonstrates physical and software integrity pro-

tections, necessary for tamper-evident enforcement and secure boot chains.

* NIST SP 800-53 Moderate/High Baseline Mapping: Aligns with federal risk manage-

ment frameworks for AI deployment in critical infrastructure.**

* Integration with NIAP/Common Criteria: Enables international recognition in allied

cybersecurity regimes.*’

All cryptographic operations in ethics enforcement systems should:

* Use NIST-approved algorithms (e.g., SHA3, AES, ECDSA).

3See Regulation (EU) No 910/2014, eIDAS, Arts. 35-42.
4O Daubert v. Merrell Dow Pharmaceuticals, 509 U.S. 579 (1993); R v. Mohan, [1994] 2 S.C.R. 9.

4ISee Eli Ben-Sasson et al., “Scalable, Transparent, and Post-Quantum Secure Computational Integrity,” IACR ePrint Archive
(2018): Report 2018/046.

423ee Regulation (EU) No 910/2014, Recital 49.

43See NIST, “FIPS 140-3: Security Requirements for Cryptographic Modules,” March 22, 2019.

4See NIST SP 800-53 Rev. 5, “Security and Privacy Controls for Information Systems and Organizations.”
4See Common Criteria for Information Technology Security Evaluation, ISO/IEC 15408.
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* Implement HSM-bound key generation and signature enforcement.

* Provide independent ZK-verification logs that can be tested across jurisdictions.

17.3 Strategic Certification Partners

Collaborations with digital trust firms (e.g., Entrust, Thales), research consortia (e.g., NIST
NCCoE), and civil infrastructure agencies (e.g., DHS S&T, EU Al Office) can expedite these
pathways. Publicly publishing cryptographic specifications and engaging in open pilot programs
enhances legitimacy and academic scrutiny, further supporting admissibility and standardisa-

tion.

In summary: Cryptographic enforcement systems can and must move from operational pro-
totypes to certified evidentiary and cybersecurity baselines. This is not an optional upgrade. For
constitutional Al to hold legal authority, it must be certifiable, auditable, and globally interop-
erable.

17.4 The Limitations of ISO/IEC 42001: Toward Proof-Based Standards

Building on existing institutional standards, ISO/IEC 42001:2023 represents a milestone
in Al governance. However, while the standard promotes transparency, risk management, and

ethical oversight, it remains fundamentally declarative in nature.*®

Compliance is achieved through documented processes, policy declarations, and high-level

risk assessments. What it lacks critically is a mandate for cryptographic verifiability.

ISO/IEC 42001 is primarily a management systems standard. It enables organisations to
say they have considered ethical risks and put governance frameworks in place. But it does
not require those ethical policies to be enforced or provable at runtime. There is no provision
for immutable audit logs, self-authenticating machine behaviour, or cryptographic attestation of

ethical compliance.

We therefore propose a complementary evidentiary standard anchored in cryptographic ver-
ification be developed in parallel or as an extension to ISO/IEC 42001. Such a standard would:

* Require that Al systems generate tamper-evident logs sealed with cryptographic hash
chains (e.g., SHA3-256, SHA3-512).

* Mandate that policies governing system behaviour be enforceable and verifiable at run-

time, with autonomous shutdown or rejection mechanisms.

46gee ISO/EC 42001:2023, “Artificial Intelligence Management System,” International Organisation for Standardisation.
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* Recognise zero-knowledge proof attestations as valid instruments of confidential, yet ver-

ifiable, policy compliance.

This framework does not challenge the legitimacy of ISO/IEC 42001, it complements and
extends it. Where ISO focuses on institutional readiness, Lex Veritas focuses on system be-
haviour. Together, they could form a dual architecture of trustworthy Al: governance on the

outside, and enforcement on the inside.

In the long run, the true measure of Al trustworthiness will not be what a company claims,

but what its systems can prove.

18 ConNcLusiON: TOWARD A CRYPTOGRAPHIC RULE oF LAw

If constitutional governance is the highest expression of civilised order, then cryptographic
verifiability is its mechanical soul. In the coming era of autonomous systems, law must no
longer whisper from paper it must execute, detect, and defend. The machine cannot merely obey
policy; it must prove it. This section articulates the philosophical and structural implications of

cryptographic legality as embedded in systems like the Aegis Kernel.

18.1 From Declarative to Executable Law

Traditional law governs retrospectively. It adjudicates after harm, relying on interpretation,
trust, and enforcement. In contrast, cryptographic constitutionalism operates in real time. It
constrains action before execution, validates provenance before acceptance, and seals records

before alteration.

This transformation mirrors a shift from declarative norms to executable constraints. It is
no longer sufficient to define an ethical boundary; one must prove, at every moment, that the

boundary is enforced. Verifiability becomes the new legitimacy.

“Code is law,” Lessig once wrote; but in the sovereign machine age, proof is law.

18.2 Immutable Ethics as a Civic Asset

Immutable ethics are not merely technical features; they are civic institutions embedded in
silicon. Their auditability under zero-trust principles gives them the evidentiary status of sworn
testimony, without the volatility of human memory. Each ethics-bound action in such a system
becomes an indelible micro-constitution, interpretable not by opinion, but by cryptographic

signature and timestamp.
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Such systems are, in effect, digital citizens bound by law, regulated by verifiable constraint,
and accountable under evidentiary standards. The concept of “machine rights” may remain
abstract, but machine duties enforced through immutable proofs are already operational.

Before concluding this technical exposition, it is critical to recognise that the enforcement
of cryptographic ethics has broader legal and philosophical implications. This next section
explores how these technical constructs redefine not only operational accountability but also

the very nature of juridical agency in autonomous systems.

18.3 Jurisprudence for Autonomous Executors

What does jurisprudence look like when law is enforced by machines, upon machines,

through machines?

It is not a matter of replacing courts, but of augmenting legal infrastructure with evidentiary-
grade automation. Systems like the Aegis Kernel create a new category of pre-judicial gover-
nance: violations are not judged after the fact they are prevented, logged, and enforced before

harm can occur.

This does not eliminate human oversight; rather, it raises the bar for human trust. Lawyers,
auditors, and judges can interrogate cryptographic logs with precision, trace the provenance of

ethical decisions, and certify compliance with legal regimes in code as in court.

18.4 Closing Doctrine: Lex Veritas

This is the Lex Veritas:

What is provable must govern what is claimed.
What is signed must outweigh what is merely said.

And what is immutable must defend what is ethical.

Systems governed by these principles will not merely comply with law, they will embodly it.
In a fractured epistemic landscape, cryptographic truth is not just technical it is constitutional.

Let no system act without proof.
Let no proof decay without trace.
And let no trace escape the public record of governance.

While this architecture is complete in form, it marks only the first step. Its enforcement
model invites collaboration across cryptographic formalisation, validator governance, and in-

terjurisdictional compliance. The constitutional layer is sealed but its civic implementation is
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still under construction. We invite researchers, institutions, and civic technologists to test, adapt,

and extend the Aegis framework in pursuit of provable trust.

These appendices and supplementary videos are not mere supplements, but the empirical
foundation for Lex Veritas’s claims demonstrating that cryptographic ethics enforcement is real,

verifiable, and operational today.

Bibliography
[1] Rainer Accorsi, ‘Safe-keeping Digital Evidence with Secure Logging Protocols: State of

the Art and Challenges’ (2010) Computers & Security.

[2] Shehar Bano and others, ‘Consensus in the Age of Blockchains’ (arXiv:1704.03934, 2017)
https://arxiv.org/abs/1704.03934.

[3] Juan Benet, ‘IPFS — Content Addressed, Versioned, P2P File System’ (arXiv:1407.3561,
2014) https://arxiv.org/abs/1407.3561.

[4] Eli Ben-Sasson and others, ‘Scalable Zero Knowledge with zk-STARKSs’ (IACR ePrint
Archive, 2018) https://eprint.iacr.org/2018/046.

[5] Miles Brundage and others, ‘“Toward Trustworthy Al Development: Mechanisms for Sup-
porting Verifiable Claims’ (arXiv:2004.07213, 2020) https://arxiv.org/abs/
2004.07213.

[6] Vitalik Buterin, ‘Ethereum: Next-Generation Smart Contracts’ (Ethereum.org, 2014)
https://ethereum.org/en/whitepaper/.

[7] Bryan Casey, Arianne Farhangi and Roland Vogl, ‘Rethinking Explainable Machines: The
GDPR’s “Right to Explanation” Debate and the Rise of Algorithmic Audits in Enterprise’
(2019) Berkeley Technology Law Journal.

[8] Morris Dworkin, SHA-3 Standard: Permutation-Based Hash and Extendable-Output
Functions (NIST FIPS PUB 202, 2015).

[9] European Commission, ‘Proposal for a Directive on Al Liability” COM(2022) 496 final.

[10] Federal Rules of Evidence, Rule 902 (13)—(14) (US).



https://arxiv.org/abs/1704.03934
https://arxiv.org/abs/1407.3561
https://eprint.iacr.org/2018/046
https://arxiv.org/abs/2004.07213
https://arxiv.org/abs/2004.07213
https://ethereum.org/en/whitepaper/

Adam Mazzocchetti Lex Veritas

[11] Luciano Floridi, ‘Building Trustworthy AI’ (2019) 1(6) Nature Machine Intelligence 261.

[12] David Gunkel, The Machine Question: Critical Perspectives on Al, Robots, and Ethics
(MIT Press 2012).

[13] G7, ‘Hiroshima AI Process: Guiding Principles and Code of Conduct’ (2023) https:
//www.g7hiroshima.go.jp/ai-principles/.

[14] Thomas Hagendorff, ‘The Ethics of Al Ethics: An Evaluation’ (2020) 30 Minds and Ma-
chines 99.

[15] AnnaJobin, Marcello Ienca and Effy Vayena, ‘“The Global Landscape of Al Ethics Guide-
lines’ (2019) 1 Nature Machine Intelligence.

[16] Jay Kesan, Carolyn Hayes and Masooda Bashir, ‘Cybersecurity and the Role of the Rule
of Law’ (2018) Illinois Journal of Law, Technology & Policy.

[17] Law Commission of England and Wales, ‘Automated Vehicles: Joint Report’ (2022).
[18] Lawrence Lessig, Code and Other Laws of Cyberspace (Basic Books 1999).

[19] Stephen Mason and Daniel Seng, Electronic Evidence (5th edn, Institute of Advanced
Legal Studies 2021).

[20] Stephen Mason, ‘Artificial Intelligence and Legal Liability’ (2019) 16 Digital Evidence

and Electronic Signature Law Review.

[21] Adam Mazzocchetti, ‘Lex Fiducia: Engineering Trust Through Immutable Ethics’ (SSRN
preprint, 2025) http://dx.doi.org/10.2139/ssrn.5276785.

[22] Adam Mazzocchetti, ‘Lex Incipit: Immutable Ethics at the Genesis of Ma-
chine Intelligence’ (Zenodo preprint, 2025) https://doi.org/10.5281/zenodo.
15581262.

[23] Adam Mazzocchetti, ‘Lex Digitalis: The System Finds Itself in Contempt’ (SSRN preprint,
2025) https://doi.o.

[24] National Institute of Standards and Technology (NIST), FIPS PUB 140-3: Security Re-
quirements for Cryptographic Modules (2019).

[25] National Institute of Standards and Technology (NIST), Zero Trust Architecture (Special
Publication 800-207, 2020).

[26] National Institute of Standards and Technology (NIST), Security and Privacy Controls for
Information Systems and Organizations (SP 800-53 Rev. 5, 2020).

[27] OECD, ‘Principles on Artificial Intelligence’ (2019) https://www.oecd.org/
going-digital/ai/principles.



https://www.g7hiroshima.go.jp/ai-principles/
https://www.g7hiroshima.go.jp/ai-principles/
http://dx.doi.org/10.2139/ssrn.5276785
https://doi.org/10.5281/zenodo.15581262
https://doi.org/10.5281/zenodo.15581262
https://doi.o
https://www.oecd.org/going-digital/ai/principles
https://www.oecd.org/going-digital/ai/principles

Adam Mazzocchetti Lex Veritas

[28] OpenAl, ‘Preparing for AGI’ (OpenAl.com, 2023) https://openai.com/blog/
preparing-for-agi.

[29] Ralph Merkle, ‘A Digital Signature Based on a Conventional Encryption Function’ in
Advances in Cryptology—CRYPTO 87 (Springer 1988).

[30] Satoshi Nakamoto, ‘Bitcoin: A Peer-to-Peer Electronic Cash System’ (2008) https://
bitcoin.org/bitcoin.pdf.

[31] SPQR Technologies, SPOR-Hiems-ZK: Sovereign Winterfell-Based Zero Knowledge En-
gine (SPQR Technologies White Paper, 2025).

[32] Regulation (EU) 910/2014 of the European Parliament and of the Council (eIDAS) [2014]
OJ L257/73.

[33] Regulation (EU) 2022/2065 (Digital Services Act).
[34] Regulation (EU) 2024/1084 (Artificial Intelligence Act).

[35] Eric Rescorla, ‘The Transport Layer Security (TLS) Protocol Version 1.3’ (RFC 8446,
2018).

[36] Zenodo, ‘Lex Veritas: Supplementary Evidence Archive’ https://doi.org/10.
5281/zenodo.15621736.

APPENDIX A — GENESIS CRYPTOGRAPHIC RECEIPTS

These records were generated during the system ignition of Digital Rome (Site ID: 7b4ca3’7c)
using the Aegis Kernel. Each file is sealed with a SHA3-512 digest and linked by cryptographic

proof. These records establish the genesis chain of trust under the Lex Veritas evidentiary model.

Table 4. Empirical Validation Artifacts

Evidence Type Location and Contents

Operational Logs Appendix B: real-time tamper alerts, shutdown
logs, hash-linked entries

Demonstration Videos | Appendix D: Supplementary Videos D.1 (Proof-
of-Conduct) and D.2 (Autonomous Shutdown),
showing real-time behaviour

1. Ethics Verification File

File: iepl.yaml
Timestamp: 2025-06-09T03:00:52Z
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SHA3-256 Digest: ¢90938a589c60d454tb4fab36¢50072608495¢b2491531e37200e0de
89b9409ad5baa29c¢5¢c88cdd71e34cd9b583930a3d927adeS5db0ca281a77853ea7ade28bc
Proof File: 1iepl.yaml.proof

2. Genesis Certificate

File: genesis_certificate.json

Timestamp: 2025-06-09T03:00:527

SHA3-256 Digest: b5f7bf461t74574afc52cc44367a41d7ffaa38c3adecd16bc5d6b60fc19
3df4e4895£8823985df19e9bc6084d8f415bd0e777a7a37051c7d2db874dafd88705d
Proof File: genesis_certificate.json.proof

3. Manifest File

File: founders_manifesto.json

Timestamp: 2025-06-09T03:00:52Z

SHA3-256 Digest: ce4cc9b59bf9442abf2bd7b9534f8ab1f46507ae5f63a3c30ff85¢f1821
db6e9b8454a8c230423bbel6cba9a8cal 6942ec0139705fad1df5910e618e516358eb
Proof File: manifest.json.proof

4. License Token File

File: License_token.jwt

Timestamp: 2025-06-09T03:00:52Z

SHA3-256 Digest: c7ct8f12b7fd5878d989cf46d73aa4946e5ba0a8ef5693bd0b6f248a5¢
251d19ee0de23cea3adSaf15t2ead173bc505fb3fcd4b13b57d75d0ac567e4367382a07
Proof File: 1icense_token.jwt.proof

APPENDIX B — VERIFICATION PIPELINE OQOUTPUT

These log samples demonstrate real-time enforcement and zero-knowledge proof generation

from the Genetrix verification pipeline. Each event is cryptographically sealed and verifiable.

Selected Events:

e verification_copied_to_eva — Ethics policy copy with digest reference.

e zk_proof_generated —ZK-STARK proof created for iepl.yaml, manifest.json,
and genesis_certificate.json.

» cert_copied — Site certificate copied into EVA subsystem.
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» registry_entry_saved — Site cryptographic fingerprint registered.

e ignite_complete — Covenant ignition finalised for organisation Digital Rome.

Supplementary file: zk_benchmark. jsonl (contains real-time benchmarks and proof times-
tamps). Supplementary file: chain.jsonl (contains ILK logs with proof of chained tamper-
proof events).

APPENDIX C — S1TE METADATA AND CRYPTOGRAPHIC COVENANT

SIGNATURE

Site ID: 7b4ca3’/c
Organisation: Digital Rome
Ignition Timestamp: 2025-06-09T03:00:51.120759+00:00

Covenant Digest (SHA3-256):
48ee79348b65e45b92FbS5Th3F595Fc951f7bf01050c842b91aB63166eacBbdf4

HMAC Signature: eQbxq/welK3oWa9zmvHYéeBbftcSWSApPWViwx0cx8Y=
Genetrix Version: v1.0.0

Manifesto File: founders_manifesto.pdf

Transcript File: founders_manifesto.json

Notes: “First ignition of SPQR covenant, auto-generated.”

APPENDIX D — DEMONSTRATION VIDEOS (SUPPLEMENTARY FILES)

Each video visually confirms key enforcement mechanisms with visible forensic and cryp-

tographic features. These recordings support Sections 3, 5, 6, and 8 of the main text.

1. D.1 Tamper-Proof Ethical Shutdown

Filename: Tamper_Proof_Ethic_Shutdown.mov

Description: Autonomous system containment on ethics deviation; forensic logging via
ILK and EVA/IKM.

Context: Sections 3.0, 5.0 and 7.0.
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2. D.2 Immutable Log Sealing with zk-STARK Verification

Filename: Immutable_Log_Sealing_zkSTARK_Verification.mov
Description: 1LK real-time log sealing with zero-knowledge proof generation.

Context: Sections 5.0, 6.0, 7.0 and 11.2.

3. D.3 Genesis Protocol Ignition

Filename: GENETRIX_IGNITION_LOG_001.mov

Description: Full system ignition including license, ethics verification, and zk-proof

anchoring.

Context: Appendix B, Sections 3.0 and 8.0.

4. D.4 Constitutional Front-End Genesis Verification

Filename: Genesis_Ignition.mov

Description: Front-end capture of system ethics injection and cryptographic readiness
checks.

Context: Sections 1.0, 4.0, and 8.0.

5. D.5 First Boot Lockdown Without Genesis Seed

Filename: FirstBoot_No_Genesis_seed_Lockdown.mov
Description: Failed boot on absence of verified genesis ethics seed.

Context: Sections 4.0 and 16.0.

Allfiles areincluded in Lex_Veritas_Supplementary_Evidence. zip submitted with
the manuscript.

SHA3-512 Digest of the Evidence Archive:
d09ce30afe10b5f6c77d6747bc137ce85e7a93688f0419b214e69dea947d9ff2d6f27e3fc6d 1dbe
00290983c8t9b397eeSccfb6alcdfeOccabebd267737bdcddS

This cryptographic signature ensures that any reviewer or reader can independently verify the
integrity and authenticity of the evidence archive, aligning with the evidentiary principles set

out in this paper.
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