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Preface

Healthcare has been a critical social and economic issue worldwide, especially in the
aging society, with tremendous health expenses and labor resources. Furthermore,
the traditional hospital-centric healthcare system lacks efficiency when dealing with
chronic diseases or identifying some serious diseases in the early stage. It also
suffers from excessive waiting time for patients in hospital. Therefore, developing a
continuous and ubiquitous health monitoring system becomes a promising approach
to offer pervasive healthcare services.

With the widespread use of smartphones and the advance of versatile wear-
able wireless devices, mobile healthcare network (MHN) becomes a prestigious
paradigm of ubiquitous healthcare to continuously monitor people’s health condi-
tions, remotely diagnose phenomena, and share health information in a real-time
pattern. However, security and privacy concerns become critical, since MHNs
collect personal private health information, and users have various security require-
ments and privacy levels in different applications.

In this monograph, we investigate security and privacy issues in MHNs and
provide adjustable security and privacy protections. Firstly, we identify the overall
architecture of MHNs, including wearable devices, mobile users, heterogeneous
network, and cloud servers. Based on the MHN architecture, we present several
emerging health-related applications, i.e., clinic/remote healthcare, home care,
fitness and training, as well as some social networking applications. Secondly,
we investigate general security and privacy requirements in MHNs and identify
related challenges, such as privacy leakage, access control, privacy-preserving
health data processing, and misbehaviors in MHNs. These security and privacy
challenges embrace the emerging MHN applications and compromise the traditional
security and privacy preservation techniques. To address these challenging issues,
we propose effective security and privacy protection schemes in MHNs as follows.

Chapter 3 proposes a priority based health data aggregation (PHDA) scheme
with privacy preservation for cloud-assisted WBANs to address the security and
privacy problems during health data transmission in MHNs. The proposed PHDA
scheme reduces the aggregation overheads and preserves user privacy at the same
time. The health data are categorized into several types, and each type is assigned
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with a specific priority. When users upload their data, they can select different
forwarding strategies according to the health data priority. During the aggregation
phase, the health data with higher priority can be forwarded within a smaller delay.
In addition, the data with the same priority can be aggregated efficiently to reduce
the communication overheads.

Chapter 4 presents a social-based mobile Sybil detection (SMSD) scheme
to address the misbehaving issues during information sharing in MHNs. The
SMSD scheme detects Sybil attackers according to their abnormal contacts and
pseudonym-changing behaviors in mobile networks. Since the Sybil attackers
frequently change their pseudonyms to cheat other users, we investigate the contact
statistics of the used pseudonyms and detect Sybil attackers by comparing the
contact statistics of pseudonyms from normal users and that from Sybil attackers.
The cloud servers are also adopted to store and process the large volume of
user’s contact information, alleviating the burden of mobile users. The SMSD also
addresses the collusion attacks and resists cloud data modification when employing
the cloud server for mobile Sybil detection.

Chapter 5 investigates privacy-preserving health data processing schemes. We
introduce several basic classification schemes and homomorphic encryptions as
preliminaries. Then, we present the integration of classification schemes and secure
computation blocks. Finally, we discuss an application of clinic decision support
system and provide privacy preservation solutions.

Chapter 6 presents some emerging attribute-based access control (ABAC)
schemes for health data access control in MHNs. We investigate some popular ABE
schemes, such as CP-ABE, KP-ABE, and multi-authority-based ABE schemes.
Based on these techniques, we provide the integration of ABE schemes to achieve
access control in MHNs.

Finally, we summarize the monograph and point out some open problems for
future research directions in MHNs.

Waterloo, Canada Kuan Zhang
Xuemin (Sherman) Shen
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Chapter 1
Introduction

Healthcare becomes one of major economic and social problems around the world,
especially in the aging societies, where it costs tremendous health expenses and
human resources [1]. According to a recent national health report of the United
States, an average expense per capita is $8,895 in 2014. The annual national health-
care expenditure skyrockets to $3.8 trillion, where nursing care, home healthcare
and personal care account for about 18 % [2]. Furthermore, the ever-increasing
aging population in the worldwide poses new challenges for healthcare. In 2010,
the population of people aged 65 or older was 524 million, which represents 8 %
of the world’s population. By 2050, the aging population is expected to about
2 billion, representing 16 % of the world overall population. In addition, senior
people likely suffer from chronic diseases, such as heart and respiratory diseases.
Chronic diseases are also poorly treated in current hospital-centric healthcare
system. This traditional hospital-centric healthcare system not only lacks efficiency
when identifying some serious diseases and dealing with chronic diseases in the
early stage, but also suffers from excessive waiting time in hospital. Thus, it is
necessary to pose up-and-coming healthcare services, such as continuous health
monitoring, health information processing and sharing, to enhance the early disease
diagnosis and relieve the heavy burden of the current health expenditure.

1.1 Overview of Mobile Healthcare Networks

Recently, wearable devices, such as smart wristwatch, ring, bracelet and hairlace,
are widely applied to offer continuous healthcare, e.g., physiology parameter
monitoring for remote healthcare [3], heart rate record [4, 5] for workout intensity
or training, and calorie burn during fitness. These smartwatches, health monitors,
pedometers, activity trackers and virtual reality headsets are all part of the emerging
landscape of wearable technology, which promises to not only change the way we
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exercise and communicate but also support the emerging healthcare. As wearable
technologies are rapidly evolving and the market is poised to explode, the demands
for wearable devices are forecasted to generate $53.2 billion by 2019 [6]. Consisting
of these ubiquitous wearable devices, mobile healthcare networks (MHNs) take
the advantages of heterogeneous mobile networks (e.g., cellular network, WiFi
and Device-to-Device (D2D) communications) and powerful computational servers
(e.g., cloud server) to collect the health information sensed by wearable devices,
analyze/process the information for health monitoring and diagnosis, and enable
users’ social interactions [1, 7]. For example, the seniors can wear the dedicated
wearable devices which continuously measure the seniors’ physiology information,
such as body temperature, heart rate, blood pressure and Oxygen saturation.
Meanwhile, doctors or seniors’ families can use desktops and smartphones to
remotely access these health records via MHNs. In case of any emergency, such as
falling down and heart problem, the wearable devices can automatically report the
health condition of the patient to his doctors and families via MHNs. In addition,
MHNs can also enable promising wearable and social applications [8], e.g., sharing
physical condition and activity information measured by wearable devices among
social friends [9, 10].

1.2 MHN Architecture and Applications

In this section, we propose the architecture of MHN, where different communi-
cation and computation functionalities of each component are provided. Then, we
introduce some promising MHN applications under the proposed MHN architecture.

1.2.1 MHN Architecture

In MHNs, users’ health-related data should be measured, transmitted, analyzed
and processed to support different applications. To achieve these functionalities,
an MHN consists of wearable devices, users, servers and heterogenous mobile
networks as shown in Fig. 1.1.

1.2.1.1 Wearable Devices

Wearable devices, as the bridge connecting the human body and information world,
are integrated with physiology sensors, low-power computation, communication
and storage modules. These devices can sense diverse information from human,
such as physiology parameters, health condition, motions and location. Generally,
wearable devices can only pre-process the sensed data due to the limitations of size,
processing capabilities and energy. Alternatively, these sensed data are compressed
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Fig. 1.1 Mobile healthcare network

by the embedded low-power computation modules, sent to mobile users’ devices
(i.e., smartphones and desktops) via Bluetooth or NFC, or directly delivered to the
servers via heterogeneous mobile networks. The communications among wearable
devices is also based on Bluetooth, NFC, red infrared communication, etc.
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1.2.1.2 Users

Users include health data owners and requestors. On one hand, health data owners,
such as patients or MHN users, take various wearable devices to measure their
physiology information. They also have smartphones to receive the sensing data
from wearable devices. These measured health data can be delivered to the servers
for further processing and analysis. Furthermore, users can be either the sensing
objects (e.g., patients and seniors) of wearable devices, or the monitor to measure
and collect the health data from the sensing objects. On the other hand, health data
requestors, e.g., hospital, doctors, patient’s families, insurance company, etc., can
request the collected health data from data owners and analyze them to obtain the
desired results from MHNs. According to different purposes of health data usage
and roles of different data requestors, the authorization and access policies for data
requestors are also different.

1.2.1.3 Servers

The servers, such as centralized servers in hospital and cloud servers, are used to
store, process and analyze the collected health data from the wearable devices and
data owners. Centralized servers store a large amount of data owner’s health data and
have powerful processing capabilities. Data requestors access health data via these
servers. In addition, some local servers can perform as an authority to automatically
organize the local MHNs and provide local information to facilitate mobile users’
interactions.

1.2.1.4 Heterogeneous Mobile Networks

Consisting of cellular network, WiFi, and D2D communications, heterogeneous
mobile networks support MHNs for the health data collection from wearable
devices and data owners, transmission and sharing among users. MHNs can be
seamlessly switched among different types of wireless networks during the health
data collection, transmission and sharing. With heterogeneous mobile networks,
mobile users can access the Internet through WiFi or cellular network, interact with
surrounding users via Bluetooth or NFC, and browse the local information via local
servers.

1.2.2 MHN Applications

Under the above MHN architecture, there are various MHN applications, including
clinic healthcare, home care and fitness, as shown in Fig. 1.2.
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Fig. 1.2 MHN applications

1.2.2.1 Clinic Healthcare

Clinic healthcare is one of the most prestigious MHN applications, which can offer
continuous physiology parameter sensing and health condition monitoring. In the
hospital, the multi-functional wearable devices can measure patient’s physiology
and activity parameters, such as heart rate, body temperature, blood pressure,
Oxygen saturation, blood volume index, respiration, pulse, quality of sleep, location,
fall and posture. Based on these measured health information of patient, doctors
and related family members can remotely and real-timely monitor the patient’s
health condition, such as blood pressure to identify hypertension, Glucagon to
indicate diabetes, Oxygen saturation to diagnose myocardial infarction (MI) or acute
myocardial infarction (AMI), etc.

Clinic healthcare provides health monitoring for the patients in hospital envi-
ronments. The measured data are mainly used for clinic diagnosis and monitoring.
The measurement devices can be wearable devices (e.g., bracelet and headsets) or
dedicated medical equipments. The transmission reliability should be guaranteed,
and delay is usually low. The analysis of the measured physiology and activity
parameters should also be performed within a short period. The accuracy of
the measurement and analysis should be very high. Warning or alarm system is
associated with clinic healthcare applications for emergency cases.
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1.2.2.2 Home Care

Home care can offer the ubiquitous healthcare for the seniors, disabled people,
even though they are staying at home. Home care considerably saves the resources
of hospital, nursing homes, aged persons homes, etc. It also makes the health
monitoring convenient for seniors and disabled people.

One promising home care application is fall detection, which offers emergency
response with MHNs. In fall detection application, the abnormal body position can
trigger the acceleration sensors worn on the body of seniors and disabled people to
identify the fall. After detecting people’s fall, wearable devices or smartphones can
report this emergency to the patient’s family and doctors through MHNs in a real
time pattern. Furthermore, the real-time physiology parameters of falling person can
be measured and transmitted to hospital and doctors, offering a guideline for the
emergency operation. The embedded GPS module can report the patient’s location
associated with the alarm message to hospital.

Another typical home care application is the early detection of chronic disease
and prediction of sudden disease. Some critical diseases, such as myocardial infarc-
tion, heart attack and stroke, may be reflected by certain abnormal body conditions,
e.g., ever-decreasing Oxygen saturation and high pulse. However, without MHNs,
these symptoms are hardly identified by patients. Home care applications take the
advantages of measurement, transmission and analysis with MHNs to provide health
condition prediction and chronic disease detection in the early stage, which may
save people’s life with a higher probability.

Home care applications are usually used in non-hospital environments. The
results of home care applications can be the guidelines or assistances for dis-
ease prevention and doctor’s further diagnosis. The analysis accuracy can be
within a reasonable range. The transmission delay varies with different home care
applications.

1.2.2.3 Fitness and Training

Despite the aforementioned health monitoring related applications, MHNs can also
offer a wide range of applications, including fitness and training. The wearable
devices (e.g., belt, glove and bracelet) are able to capture the motion of the human
body, arms or hands, which captures calorie burn, heart or lung conditions during
fitness and training. The sensed health data would become the main driver of users’
further fitness plan or the coach’s decisions. During the fitness, users can also share
the physiology parameters with other users for experience sharing or feedback [11].
For example, they can share the suitable fitness guideline to the users with the
similar body conditions, or recommend health products, such as protein and healthy
food.

MapMyRun [12] is a GPS running and workout tracking software application
under iOS. It can track the fitness distance and count the calorie burnt during
walking and jogging [12]. The fitness stats of users can be shared over social
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networking platform, such as Facebook, Twitter, Wechat, etc. MapMyRun can
also rank the fitness stats among social friends to provide incentive for user’s
future fitness plan and schedule. Users can also share their fitness experiences for
healthcare and training.

GPSports Inc. [13] offers a wide range of sports live monitoring systems for the
players of football, hockey, rugby, etc. The sports live monitoring system adopts
the dedicated vests for players to measure the player’s live distance and speeds,
which reflect their performance, such as running distance and area in football game.
It also measures real-time physiology parameters, such as heart rate to maximize
the athletic performance, and body load to analyze volume, intensity and work rate.
The corresponding analysis system provides the comprehensive analysis of players
and helps the coach to adjust the team strategy. The historical data can be used for
training and guideline of future strategy.

1.3 Aim of the Monograph

Although MHN applications provide numerous opportunities and benefits, they
raise various security and privacy issues. Since the health information, e.g., phenom-
ena, health condition, emergency, is relatively sensitive for users, any inappropriate
disclosure may violate user privacy and even result in the property loss [3]. Users
may also worry about their critical health data to be tampered when their health
data are stored in the untrusted cloud servers [14]. Moreover, some malicious
attackers misbehave in MHNs to disrupt the effectiveness or mislead other users’
preferences [15]. Without appropriate security and privacy protections, users may
not accept MHN applications.

In addition, the costs of security protections vary with users’ diverse demands,
and may impact users’ experiences in MHN applications. For example, complicated
encryption techniques may offer users more security guarantees but with higher
computational overheads and latency than lightweight ones. To satisfy users’
diverse security requirements and balance the trade off between the performance
and security protections, Quality-of-Protection (QoP) becomes a newly emerging
security concept that allows applications to seamlessly integrate the adjustable
security protections [16, 17]. Therefore, a special spotlight covering MHNs trends in
security and privacy protections from QoP perspective, which can separate security
schemes into different levels to ensure the suitable security services for the best
trade off between performance demands and security.

In this monograph, we investigate security and privacy issues in MHNs. We
introduce the overall architecture of MHN and present some promising MHN appli-
cations. Then, we discuss the security and privacy challenges in MHNs, including
privacy leakage, misbehaviors, and security in health data collection and processing.
We also present some solutions, i.e., privacy-preserving health data aggregation,
misbehavior detection, and secure health data processing to address these security
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and privacy challenges. From QoP perspective, the security countermeasures for
MHNs can also be adjusted to satisfy users’ diverse requirements about service,
experience, and protection. Finally, we present some open problems and indicate
future research directions.

1.4 Organization of the Monograph

The remainder of the monograph is organized as follows. Chapter 2 discusses
security and privacy challenges in MHNs, including general security and privacy
requirements and some unique issues in MHNs. To address these issues, Chap. 3
proposes a priority based health data aggregation scheme with privacy preservation
for cloud assisted WBANs to reduce the aggregation overheads and preserve user
privacy during health data collection. Chapter 4 presents misbehavior detection
scheme for health data sharing among MHN users to differentiate Sybil attackers
from normal users. Chapter 5 introduces the promising health data processing
techniques and presents the corresponding privacy preservation schemes in MHNs.
Chapter 6 investigates attribute based access control for MHNs. Finally, Chap. 7
summarizes the monograph and proposes some future research directions in MHNs.
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Chapter 2
Security and Privacy Challenges in MHN

The objective of the monograph is to investigate security and privacy in MHNs. This
chapter first present the general security and privacy requirements in MHNs. Then,
we discuss several unique security and privacy challenges for MHNs.

2.1 Security and Privacy Requirements

In MHNs, some general security and privacy requirements should be satisfied as
follows.

1. Integrity should be guaranteed such that the health data measured, transmitted,
shared, stored and processed in MHNs are true representations of the intended
information. These data should not be tampered in any way.

2. Confidentiality should be ensured such that the health data from patients,
hospital, service providers and some other entities are kept undisclosed and
invisible to the unauthorized entities. Only the authorized entities in MHNs can
reach the raw data from users.

3. Authentication should be achieved such that any involved entity requesting
access in MHNs is authentic and valid. In MHNs, not only the information
provided by the users and healthcare service providers but also the identities of
the entities using such information should be verified. Any invalid information
and identities should be efficiently detected.

4. Privacy refers to personally identifiable information or other sensitive infor-
mation which should be protected for each legitimate entity in MHNs. The
transmitted, stored and processed information of this legitimate entity in MHNs
should be prevented from disclosing to active and passive attackers.

5. Non-repudiation resists the repudiation threats where attackers deny after per-
forming some certain activities in MHNs. For example, a doctor who diagnoses
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the patient’s disease may deny the diagnosis results; the examiner may deny the
examine of a certain patient. MHNs should be able to detect these repudiation
threats.

6. Access Control is to enforce access policies and ensure that only authorized
users can have access to resources in MHNs. As users’ private health data are
stored in the cloud sever, they should be able to define access policy.

7. Anonymity guarantees that any involved entity cannot be identified. For instance,
identities of the patients can be made anonymous when they store their health
data on the cloud so that the cloud servers could not learn about the identity.

8. Unlinkability refers to the use of resources or items of interest multiple times
by a user without other users or subjects being able to interlink the usage
of these resources. More specifically, the information obtained from different
flows of the health data should not be sufficient to establish linkability by the
unauthorized entities [1].

9. Accountability is an obligation to be responsible in light of the agreed upon
expectations. The patients or the entities nominated by the patients should
monitor the use of their health information whenever that is accessed at
hospitals, pharmacies, insurance companies etc.

10. Audit ensures that all the healthcare data are secure and all the data access
activities in the e-Health cloud are being monitored [2].

2.2 Security and Privacy Challenging Issues in MHNs

With the main driver of user experience [3] and security service requirements, QoP
becomes a prestigious security concept to provide various security protection levels
for different levels of users with diverse requirements. In specific, MHNs with
QoP can achieve access privileges via authentication; guarantees confidentiality,
integrity, non-repudiation via encryption and signature; ensures the copyright via
watermarking; protects user’s privacy via cryptography, anonymity and obfuscation
techniques as shown in Fig. 2.1 [3]. Having a set of security protection services, QoP
can adjust these tunable protections according to different requirements since QoP
is fueled by artifacts, human intelligence and involvements. Besides these off-the-
shelf security protection schemes applied in QoP, several other emerging approaches
should also be developed from QoP perspective to address these critical security and
privacy issues in MHNs.

2.2.1 Privacy Leakage

Privacy leakage is a critical issue in MHNs as the sensitive health data are involved
in the collection, transmission, processing and sharing. Without appropriate privacy
protections, users may not be willing to expose their data visible to others, which
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hinders the processing and sharing of health data and users’ experiences. For
example, a user suffering HIV/AIDS do not want other people to know his disease
when using MHNs. The inappropriate or unconscious information leakage may
leave negative impacts on this user. Another example is about fitness and training
application. As mentioned in Chap. 1, football players wear dedicated vests which
measure their performance for coaches to adjust the team strategy. If the measured
information is leaked to the opposite team, the opposite can change strategy in
advance. Therefore, privacy should be preserved in MHNs to provide user-friendly
services.

In [4], several general privacy threats in healthcare system, such as identity pri-
vacy, information leakage during transmission and location privacy, are investigated.
In [5], the privacy protection is applied between sensors and smartphones to protect
sensing data disclosure. In [6], Ong et al. investigate the security services partitioned
into various security levels to balance the security requirements and performance
preferences. A proper QoP construction can be offered by the characterization of
QoP with security settings, where it expresses security constraints and attributes
to customize protections for different applications. In MHNs, to achieve a higher
privacy level of data and users’ profiles (or attributes), e.g., personal physiology
parameters, the privacy protections should be robust and strong enough to resist
the potential attacks and leakage, which inevitably increases the computational
overheads and latency. Therefore, QoP should be applied into MHNs for adjusting
the privacy protections with the data and user privacy levels.

During the health data transmission, privacy preservation is of paramount
importance in MHNs. Privacy-preserving aggregation schemes are also widely
investigated in recent years. Shi et al. [7] introduce a privacy-preserving aggregation
of time series data which slices the data to mix them together and confines the
aggregator’s decryption capability, where it enables the aggregator to only decrypt
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the sum of the data without learning any exact data value. Lu et al. [8] utilize
the increasing sequence to mix the user’s multi-dimensional data together which
reduces the communication and computation overheads for the aggregation. Shi
et al. [9] also present a privacy-preserving aggregation scheme which supports a
wide range of statistical additive and non-additive aggregation functions. Further, it
can resist the collusion attack during the aggregation. To improve the robustness
of the privacy-preserving aggregation, Chan et al. [10] upgrade the existing
aggregation with fault tolerance. The TA assigns the aggregator N capabilities
corresponding to the N low level users. The fault tolerant aggregation scheme
explores a binary tree and establishes groups for the low level users to improve
the robustness. However, the overheads during the user-aggregator communications
are not negligible when multi-hop forwarding is involved in cloud assisted WBANs.

2.2.2 Health Data Access Control

As MHNs take the advantages of the powerful storage and computation capabilities
from the outsourced cloud servers, security concerns associated with these untrusted
cloud servers are also raised in MHNs. The health data access policy should be
clearly defined and used to authenticate the user’s identity with access authority.
For example, for the patient’s daily health data (e.g., Electrocardiography (ECG))
stored in the cloud server, only the doctors in the neurology subject can access these
data and the corresponding analysis results. Meanwhile, the data should be protected
from being accessed by insurance company [11]. Besides the general access control
policies, it is still critical to ensure the fine-grained access in accordance to users’
attributes. In [12], Yu et al. propose fine-grained access control for cloud storage
to prevent users’ sensitive data from disclosure to other untrusted servers and
unauthorized users. This fine-grained access control scheme is based on ABE
technique which associates the data access policy with attributes. It also reduces
users’ overheads by delegating the majority of computations to the powerful cloud
servers.

In MHNs, the dynamic access management is necessary to address the issues
of users’ attribute changing, revocation, new user’s participation, etc. Delegation of
access control is another important issue of access control in MHNs. For example,
the family doctor has the access to his patient’s health records. When this family
doctor needs to share the patient’s health records to an expert for further diagnosis,
the access control should achieve both delegation and resist the collusion attack.
Least but not last, the computation overheads of access control schemes should be
considered for different MHN applications. With an increasing number of attributes
(which are used in attribute-based access control system), the encryption and
decryption overheads may increase correspondingly. According to different access
levels, the computation burden of users should be released.



2.2 Security and Privacy Challenging Issues in MHNs 15

2.2.3 Privacy-Preserving Health Data Processing

When the health data are outsourced to the cloud servers for further processing and
analysis, users’ raw data should be invisible to the untrusted cloud servers and other
unauthorized entities. Furthermore, users’ (e.g., data owners’) identities and their
personal profiles should also be anonymous to other entities according to users’
privacy requirements.

Intuitively, the private information from MHN users can be encrypted such
that only ciphertexts of this information are stored in the cloud servers. However,
the encrypted health data hinder the processing and analysis at the cloud server’s
side. To address this issue, some secure multi-party computation schemes (e.g.,
functional encryption, homomorphic encryption) are proposed to guarantee the
data protection during some basic operations, e.g., aggregation, summation and
comparison. With different QoP requirements, the protections should be enhanced
when applying some complicated operations, such as Bayesian learning, data
mining, which are essential for health data analysis and diagnosis. In addition, when
applying homomorphic encryption to machine learning or data mining algorithms, it
consumes a large amount of computation and communication overheads, which may
considerably reduce the battery lifetime of wearable devices and smartphones. The
increased computation and communication overheads can also increase the delay of
health data analysis. Therefore, it is challenging to balance the trade off between
health data analysis and privacy preservation for machine learning and data mining
algorithms.

Recently, Bost et al. [13] develop a set of secure machine learning classification
schemes and propose a library of components. Yuan et al. [14] propose a collab-
orative learning scheme, which enables each user to encrypt his data and upload
the ciphertext to the cloud server. The cloud server performs most of the learning
algorithms over these ciphertext without learning the plaintext. A variant of “doubly
homomorphic” encryption scheme for secure multi-party computation is adopted to
perform flexible operations over the encrypted data.

2.2.4 Malicious Attacks and Misbehaviors

MHN, as a new paradigm expanding the traditional Internet to a ubiquitous
network connecting wearable devices in the physical world, starts an evolution
to enhance the interaction among people [15–17]. With the emerging wireless
communication techniques, such as short range wireless communications and WiFi,
MHNs enable users to share information with others in social network applications
[18–20]. Furthermore, by integrating the sensing, communication and computation
capabilities [21], MHNs can offer diverse intelligent services [22] to form smart
home [23], smart community [24] and smart city [25, 26] as shown in Fig. 2.2.
With the advancement of MHNs, these value-added applications flourish to facilitate
people to interact with others and change the way we communicate with each other.
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However, the emerging MHN is vulnerable to Sybil attacks where attackers
can manipulate fake identities [27–29] or abuse pseudo identities to compromise
the effectiveness of the systems. In the presence of Sybil attacks, MHNs might
generate incorrect medical reports, while users may receive spam and leak their
private information. According to a statistical report [30] in 2012, a substantial
number of user accounts are detected as fake (or Sybil) accounts in online social
networks (OSNs). About 76 million (7.2 %) accounts are Sybil in Facebook, while
20 million newly-created fake accounts join Twitter per week. These Sybil accounts
may broadcast advertisements and spam, or even disseminate fishing websites and
malware in OSNs to steal other users’ private information. In a mobile social
networking systems [31], Sybil attackers produce various biased options with
“legible” accounts. Without an effective detection in mobile networks, the collective
results would be easily manipulated by the attackers. Since most of Sybil attackers
have similar behaviors as normal users, it is still difficult to detect them.

According to different types of Sybil attacks in MHNs, we define them in three
types. At the beginning, we present the social graph model. Suppose an undirect
social graph denoted as G with n honest nodes H and totally m edges. Sybil nodes
are denoted as S. In the social graph, we use node to represent user, identity, or
account in the real network. The edge between every pair of two nodes is weighted
by their social relations. An attack edge AG is the edge connecting an honest node
and a Sybil one, as shown in Fig. 2.3. Note that in some literatures [32, 33], social
network refers to the undirect social graph G .

• SA-1 Sybil Attacks:

The SA-1 attackers usually build connections within the Sybil community as
shown in Fig. 2.3, i.e., Sybil nodes tightly connect with other Sybil nodes. However,
the SA-1’s capability of building social connections with honest nodes is not strong.
In other words, the number of social connections between Sybil nodes and honest
ones is limited, i.e., in Fig. 2.3, the number of SA-1 attack edges is limited.

The SA-1 attackers usually exist in sensing domain and social domain, i.e., OSN,
voting [34] or mobile sensing systems [35]. The main goal is to manipulate the
overall option or popularity. For example, in an online voting system, SA-1 can
illegally forge a massive number of identities to perform as normal users and submit
the votes with the biased options. The final voting result might be manipulated by
the SA-1 attackers, since a considerable portion of votes are from the SA-1 attackers.
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Fig. 2.3 Three types of Sybil attacks: SA-1, SA-2 and SA-3

Similarly, in mobile sensing system, SA-1 can forge the false sensing data and
indirectly change the aggregated data. Therefore, in some cases, the behaviors of
Sybil attackers are indistinguishable from the normal users.

• SA-2 Sybil Attacks:

SA-2 attackers usually exist in social domain. Different from SA-1, SA-2 is able
to build the social connections not only among Sybil identities but also with the
normal users. In other words, the capability of SA-2 is strong to mimic the normal
user’s social structures from the perspective of social graph. Therefore, the number
of attack edges is large.

The goal of SA-2 is to disseminate spam, advertisements, and malware; steal
and violate user’s privacy; and maliciously manipulate the reputation system. For
example, in OSNs, SA-2 can forge the profiles and friend list as normal users,
but purposely spread spam, advertisements and malware. In addition, SA-2 could
generate plenty of positive review comments in a service evaluation system to
exaggerate the advantages of service, or generate many negative comments to
underestimate services. Obviously, SA-2 would focus on some specific behaviors
and repeat them in the high frequency [36].

• SA-3 Sybil Attacks:

There are SA-3 Sybil attackers in mobile networks (i.e., mobile domain). The
primary goal of SA-3 is similar to that of SA-2. However, the impact of SA-3 may
be in a local area or within a short period. Due to the dynamics of mobile networks
[37, 38], mobile users cannot keep connections with others for the long time, or the
connections are intermittent. Furthermore, the centralized authority cannot exist in
mobile networks at all the time. Thus, unlike that in the online system, the social
relationships, global social structure, topology and historical behavior patterns in
mobile networks are not easy to obtain for Sybil defense towards SA-3. The lack of
the global information and dynamic mobility of mobile users leads to the difficulties
in detecting SA-3 compared with the detection of SA-1 and SA-2. We compare
different types of Sybil attacks in Table 2.1.
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Table 2.1 Three types of Sybil attacks

Categories
of Sybil
attacks Social graph features Attack goal

Behavior
discrimination Mobility

SA-1 Sybils exist in the
same region or
community, and the
number of attack
edges is limited

Maliciously or purposely
upload the biased reports
or comments (positive or
negative) to manipulate
the overall option and
dominate the whole
system

Perform as the normal
users, and repeat
specific behaviors
frequently

×

SA-2 Sybils may tightly
connect with normal
users, and generate
more attack edges

Disseminate spam and
malware to launch some
other attacks, camouflage
as normal users, or
violate other users’
privacy

Purposely repeat some
specific behaviors in the
high frequency

×

SA-3 Sybils may tightly
connect with normal
users

Manipulate the local
popularity, disseminate
spam in the mobile
environment, or violate
user’s privacy

Repeat specific
behaviors frequently

√

According to the aforementioned discussion, Sybil attackers can misbehave in
different patterns and act as similarly as normal users, posing new challenges to
Sybil detection. Therefore, an effective Sybil detection scheme is essential for
MHNs to guarantee users’ security and privacy requirements.

2.3 Summary

In this chapter, we have discussed security and privacy challenges in MHNs.
First, we have introduced general security and privacy requirements for MHNs,
such as integrity, confidentiality, authentication, privacy, non-repudiation, access
control, anonymity, unlinkability, accountability and audit. Then, we have discussed
several security and privacy challenges in MHNs, including privacy leakage, health
data access control, privacy-preserving data processing and misbehaviors. In the
following chapters, we will present some countermeasures to overcome these
challenging issues in MHNs.
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Chapter 3
Secure Health Data Collection in MHN

In this chapter, we propose a priority based health data aggregation scheme (PHDA)
with privacy preservation for cloud assisted WBANs to reduce the aggregation
overheads and preserve user privacy. The health data are divided into different types,
and each type of data is assigned a specific priority. When a user wants to upload
his data, he can select different forwarding strategies according to his data’s priority.
The intuition is that the data with higher priority can be forwarded in a smaller delay.
Furthermore, the data with the same priority can be efficiently aggregated which
significantly reduces the communication overheads.

3.1 Introduction

In MHNs, Wireless Body Area Networks (WBANs) plays an essential role in real
time monitoring. As the phenomenon of aging population and the demands of
remote health monitoring in our daily life [1], users wear the portable sensors and
wearable devices which form a WBAN to measure patients and users’ physiology
parameters, such as temperature, blood pressure, ECG, etc. These measured data
are first transmitted to smartphones or other terminals, which forward them to the
hospital. WBANs provide a wide range of healthcare services, such as health con-
dition monitoring, sports and fitness, entertainments, and military applications [2].
With the ever-increasing demands from patients and users, it is necessary to timely
process the sensed data and obtain diagnosis (or feedback) from doctors. Since
the health data volume keeps increasing, it requires many network resources,
such as bandwidth, storage, computation and communication power, which poses
challenges for the traditional WBANs to achieve the above goals [3]. Thus, cloud
computing [4] becomes a new paradigm to assist WBANs to store and process the
sensed health data.
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As the cloud server can store a large number of sensed health data and process
them for guideline to doctor’s diagnosis [5, 6], cloud assisted WBANs offer
the desired services for patients and achieve reliability of MHNs. For example,
in a conference environment, sport stadium and social community, people have
certain social activities [7] and wear WBANs [8] to sense their real-time health
data which are periodically reported to the cloud server. The doctors in hospital,
as trusted authorities, can access his patient’s health data via the cloud server.
Under such a circumstance, doctors are able to timely diagnose the abnormal
symptom and return the diagnosis results to patients. If a user has an emergency,
WBANs can automatically call the hospital and continuously upload his real-
time physiology parameter to help doctors judge the patient’s health condition.
However, when a large number of users staying in the same area simultaneously
upload their health data to the cloud server, the connections between cloud servers
and WBANs may be intermittent. The available bandwidths of each user are also
limited such that the MHN performance is significantly degraded. Therefore, one
communication bottleneck of MHN locates between WBANs and cloud servers and
poses challenges to achieve reliability and efficiency.

From the literatures [9, 10], users’ cooperation is adopted to improve the
communication reliability. Liang et al. [11] propose an emergency call scheme for
healthcare applications and epidemically spread health data to enable these data
to be fast delivered to the cloud server and hospitals. Although this scheme can
improve the delivery ratio and reduce delay of emergency calls, the communication
overheads are considerably high. From the aforementioned example, physiology
parameters of the patients with the emergency should be continuously measured and
forwarded to the cloud server for the monitoring and diagnosis. If this portion of data
are still epidemically spread in MHNs, numerous network resources are consumed
such that MHNs may be even disabled. To address this issue, the health data should
be classified into various types with corresponding communication strategies based
on different requirements, such as delay and delivery ratio.

During the communications of cloud assisted WBAN, security concerns are
raised [12]. All the transmitted data in MHNs should be authenticated and with
security protections against malicious deletion and modifications. For instance, a
malicious attacker may forge an emergency call and let it spread in MHNs to block
other users’ communications. Meanwhile, privacy is also a primary concern from
user’s perspective, since health data are usually highly sensitive. For example, the
ECG signal reflects people’s certain behaviors, such as having meals and sleeping.
The reveal of ECG signal may help attackers to identify the user’s daily behaviors
and violate user’s privacy [13]. Therefore, it is still challenging to efficiently collect
health data and preserve user’s privacy in cloud assisted WBANs.

In specific, the main contributions of this chapter are three-fold as follows.

• Firstly, we propose a priority based data aggregation scheme in cloud assisted
WBANs. The health data are classified into different types assigned with
corresponding priorities. Various health data forwarding strategies are selected
based on the health data priority. Furthermore, social spots are used to facilitate
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the PHDA and help users forward health data to the cloud server. An eligible
relay is selected based on his social tie to the social spots, reflecting the relay’s
forwarding capability.

• Secondly, we propose a lightweight privacy-preserving aggregation scheme
with aggregate authentication. The cloud server can only learn the statistical
information among the aggregated users without knowing the exact data from
individual user. Furthermore, the proposed aggregate authentication scheme can
verify users’ health data priority and resist the forgery attack. It also reduces the
authentication overhead.

• Finally, we discuss the security and privacy features of the PHDA and show
that it cannot only preserve identity privacy and data privacy but also resist the
forgery attack. Meanwhile, the performance evaluation shows that the PHDA can
meet the requirements of delivery ratio and delay for health data with different
priorities. It also consumes lower communication overheads compared with other
schemes.

The remainder of this chapter is organized as follows: The related works are
reviewed in Sect. 3.2. Network model and design goals are presented in Sect. 3.3.
In Sect. 3.4, we propose the PHDA scheme, followed by the security analysis
and performance evaluation in Sects. 3.5 and 3.6, respectively. Finally, Sect. 3.7
summarizes the chapter.

3.2 Related Work

Recently, there are several research works [14–16] on data forwarding in mobile
ad hoc networks. Some of them investigate and exploit social features, such
as community [17], centrality [18], betweenness [19], and social proximity [20]
to make use of the intermittent connections among mobile users for efficient
data forwarding. Exploiting centrality and community, Hui et al. [18] propose a
social based routing protocol to purposely forward the packets to the users with
some social relationship with the destination. With the consideration of time-
varying social features, Gao et al. [21] study the transient contact distribution,
transient connectivity and transient community structure to develop an efficient data
forwarding protocol with these novel metrics. They observe that the users’ behaviors
vary from time to time, and users might belong to different social communities at
different time. Wu et al. [22] propose a social based multi-path routing in MSNs,
which utilizes entropy to analyze user’s social features for efficient routing. Bulut
et al. [23] adopt the concept of friendship to measure the degree of users’ direct and
indirect contact, which can improve the forwarding efficiency. However, security
and privacy issues should also be addressed for data forwarding. Most of forwarding
schemes require a large amount of social or contact information such that some
private and sensitive information is disclosed. Costantino et al. [24] investigate the
trade off between privacy and forwarding accuracy, where the privacy leakage is
formulated as the entropy.
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Another type of effective forwarding scheme is to deploy several fixed nodes
in advance to help mobile users forward their data. Aviv et al. [14] investigate
the user’s mobility patterns and propose a social spot based forwarding scheme,
i.e., “Return-to-Home”, which allows the fixed social spots to help mobile users
store-and-forward the packets and improves the forwarding efficiency. Lu et al.
[10] propose a social spot aided packet forwarding scheme (SPRING) with privacy
preservation in VANETs. The SPRING follows the “Return-to-Home” principle and
preserves user privacy at the same time. Zhang et al. [16] investigate a novel social
spot deployment strategy to preserve the location privacy for users and social spots.
Despite the social spots, our PHDA also enables mobile users to help forward the
data to social spots so that the data forwarding efficiency is further improved. In
addition, some research efforts are paid to investigate data forwarding in healthcare
systems. Borrego et al. [25] investigate a new paradigm, called store-carry-process-
and-forward, based on mobile code to improve the integration of wireless sensor
networks and grid computing infrastructures. Liang et al. [11] propose a privacy-
preserving emergency call scheme, named PEC, for mobile healthcare social
networks. The PEC exploits the epidemic dissemination for emergency call and
provides fine-grained access control on the emergency data. In terms of aggregation,
Yager [26] proposes the priority based data aggregation scheme with multiple
criteria aggregation. In [26], the trade-off between the data priority and satisfaction
to criteria is investigated. Yager also proposes two schemes to formulate the priority
based aggregation with multiple criteria. Misra et al. [27] consider the bandwidth
shifting and redistribution problems for mobile cloud with the QoS guarantee. They
utilize the gateway to aggregate the demands from the mobile users, and formulate it
as an utility maximization problem. Misra et al. [28] propose a lightweight energy-
efficient routing scheme for wireless sensor network to increase the network life
time. The neighbor nodes with higher energy aggregates the data from other nodes
and forwards the aggregated data packet to the destination.

Privacy-preserving aggregation schemes are also widely investigated in recent
years. Shi et al. [29] introduce a privacy-preserving aggregation of time series data
which slices the data to mix them together and confines the aggregator’s decryption
capability, where it enables the aggregator to only decrypt the sum of the data
without learning any exact data value. Lu et al. [30] utilize the increasing sequence
to mix the user’s multi-dimensional data together which reduces the communication
and computation overheads for the aggregation. Shi et al. [31] also present a
privacy-preserving aggregation scheme which supports a wide range of statistical
additive and non-additive aggregation functions. Further, it can resist the collusion
attack during the aggregation. To improve the robustness of the privacy-preserving
aggregation, Chan et al. [32] upgrade the existing aggregation with fault tolerance.
The TA assigns the aggregator N capabilities corresponding to the N low level users.
The fault tolerant aggregation scheme explores a binary tree and establishes groups
for the low level users to improve the robustness. However, the overheads during the
user-aggregator communications are not negligible when multi-hop forwarding is
involved in cloud assisted WBANs. Therefore, the priority based privacy-preserving
aggregation scheme is very important in terms of efficiency.
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3.3 Problem Definition

In this section, we first describe the network model and identify our primary design
goals to establish a reliable and secure connection between WBANs and cloud
servers. Then, we present the attacker model and illustrate the security requirements.

3.3.1 Network Model

We consider a cloud assisted WBAN consisting of a trusted authority, L social spots,
a small portion of semi-trusted cloud servers, and N mobile patients/users as shown
in Fig. 3.1. The details of these entities are presented as follows.

• Trusted Authority (TA) is a trustable, powerful, and storage-rich entity, and
bootstraps the whole system in the initialization phase. In the real world, the
TA could be a certificated hospital having the responsibility to manage the users’
health data. When bootstrapping, the TA generates secret keys for each legitimate
user, and users’ certificates for further authentication. After the aggregation, the
TA can decrypt the data from each individual user for diagnosis. Upon receiving
attack reports from residential users, the TA revokes the malicious users and
adjusts the users’ encryption keys.

• Social Spot (SS) is a pre-deployed local gateway and equipped with storage-rich
and powerful communication devices. According to the user’s behaviors, totally
L social spots are located at the intersections or spots where a large portion of
mobile users visit frequently. The SS directly collects the health sensing data

Trusted Authority

Key Distribution

The Internet Data Flow

Diagnosis

Social Spot

Emergency Call

Health Data Aggregation

Auditing

Cloud Server

Emergency Call

Health Data Aggregation

Cloud Server

Wireless Communications

Emergency

Fig. 3.1 Network model for cloud assisted WBAN
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from each individual user via WBAN communications. Finally, the SSs upload
the aggregated data to the cloud servers via the Internet.

• Cloud Server (CS) stores the large volume of health sensing data from mobile
users, and processes some data, such as ECG, to produce the useful information
for doctor’s diagnosis. Since some third parties, e.g., insurance company, can
access the CS for query and some other operations, the cloud server is a semi-
trusted entity in cloud assisted WBAN. To achieve data confidentiality and user’s
privacy, the data stored in the CSs are of ciphertexts.

• Mobile users are denoted by U= {u1,u2, . . . ,uN}. Each mobile user is equipped
with body area sensors which monitors the personal health sensing data in a real
time fashion and periodically uploads these health data to the CS via the user’s
smartphone or PDA [33]. At the beginning, the individual user ui should firstly
register to the TA for the profiles (unique identity), certificates and key materials.
Then, ui should keep them secure and generate session keys in each time slot.
When ui obtains sensing data or faces an emergency, ui only needs to forward the
corresponding data to any one of SSs.

3.3.2 Attacker Model

Malicious users might exist in the network and launch attacks to violate legitimate
user’s identity and data privacy, and degrade the network performance. Some inside
users might forge the data priority, i.e., making a fake emergency call, or increasing
their data priority, to degrade the network performance. Furthermore, the cloud
server is semi-trusted, and some third parties might launch attacks on the cloud
servers to violate user’s data privacy.

3.3.3 Design Goals

Our design goal is to develop a priority based privacy-preserving health data aggre-
gation scheme for cloud assisted WBANs to improve the aggregation efficiency.

3.3.3.1 Efficiency Goals

We intend to reduce the communication overhead of the aggregation, and guarantee
the delivery ratio and delay according for the data in different priorities. The
health sensing data should be classified into different types with specific priorities.
For different data priorities, the data forwarding strategies should be different
and maximize the network resource usage with satisfaction of the minimum
requirements.

www.allitebooks.com
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3.3.3.2 Security Goals

Our primary security goal is to protect the individual user’s data from disclosure and
resist the forgery attack.

• Data Privacy: The proposed scheme should not only refine the cloud server’s
decryption capability [34] but also protect the user’s data from eavesdropping
during the communications. Therefore, the individual user’s data privacy should
be protected.

• Identity Privacy: The legitimate users might not want to disclose their unique
identity information, especially when they are close to the social spots. Therefore,
the proposed scheme should be able to prevent the malicious users or attackers
from identifying them.

• Forgery Attack: A malicious user could forge a false emergency call, or increase
his data priority so that his data can be preferentially uploaded to the cloud server.
The proposed scheme should be able to detect the forged data and block them in
the network.

3.4 Proposed PHDA Protocol

In this section, we first provide an overview of the PHDA. Then, we present the
details of our proposed PHDA scheme, which mainly consists of initialization,
health data generation, and priority based data aggregation.

3.4.1 Overview of PHDA

To efficiently aggregate user’s health sensing data, we investigate the priority based
data forwarding in cloud assisted WBANs. Towards a variety of sensing data,
different forwarding strategies should be selected to not only forward data within
the given delay but also consumes the reasonable network resources.

First of all, we classify the health data into three categories: emergency call,
vital health data, and regular health data. As depicted in Table 3.1, the emergency
call is the highest priority data and should be successfully delivered to the cloud
server as fast as possible. In addition, the time line is divided into many small time
periods. At the beginning of each period, every user obtains his/her health data from
the wearble WBANs. The vital health data are the requested data by doctors for
continuous monitoring on the user with the emergency. The regular data are not
for the emergency user so that the delay requirement is not that tough. Usually,
they should be delivered to the cloud server before the next time period. We further
divide the vital and regular data into small data and big data. The small data, such
as physiology parameters with the size of 10–100 bytes, should be delivered to the
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Table 3.1 Data priority in
cloud assisted WBANs

Priority Data category Data size

P5 Emergency call Small

P4 Vital physiology parameter Small

P3 Vital image data Large

P2 Regular physiology parameter Small

P1 Regular image data Large

Table 3.2 Frequently used
notations

Notation Definition

Bi Buffer size of user ui

di,j Data of priority j from user ui

EMi Emergency on user ui

|Pj,i| Data size of priority j from user ui

STui Social tie of ui

THv Threshold of forwarding P4 and P3 data

THr Threshold of forwarding P3 and P2 data

THE Threshold of forwarding emergency call

Sense Data from
WBANs

Data
Forwarding

Data Priority
Detection

Relay
Selection

Aggregation Data
Authentication Data Classifier

For a User

For Cloud
Server

Access the Data Send Request to
Mobile Users

For Doctors

Forwarding Strategy Selection

Fig. 3.2 Overview of PHDA

cloud server within a given delay. On the other hand, the big data, such as ECG or
images, are of large size, and should be uploaded in time without consuming too
many network resources. Some frequently used notions are depicted in Table 3.2.

A mobile user ui sets his data priority with the data priority detection module
as shown in Fig. 3.2. According to the data priority, ui has different forwarding
strategies to forward his data. With our proposed relay selection algorithm, the
optimal relay can be selected for different data priorities. When the mobile users
visits any one of the pre-deployed social spots, the data can be forwarded to SSs and
finally uploaded to the cloud servers.

For the cloud server, the CS first authenticates and classifies the aggregated data.
Then, the data can be accessed by different entities, including hospital, doctors,
insurance companies. The doctors can send request to some specific mobile users
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via the CSs for vital data monitoring. With the request from the doctors, the mobile
users can make their vital data verified when forwarding them to other relays.

Specifically, the PHDA can be proceeded in the following phases: initialization
phase, health data generation, priority based data aggregation, and data decryption.

3.4.2 Initialization

The TA, such as the authorized hospital or healthcare center, initializes the
network and audits the aggregated data. We utilize bilinear pairing [35] and Paillier
cryptograph [36] to achieve the privacy-preserving aggregation.

Let G,G1 be two additive cyclic groups of the same prime order q, and P be the
generator of G. There is a bilinear map e : G×G−→G1. A bilinear pairing exists if
it is computationally efficient for e(aP1,bP2) = e(P1,P2)

ab ∈G1 for any P1,P2 ∈G

and all a,b ∈ Z
∗
q, and e(P,P) �= 1G1 . A bilinear key generation algorithm Gen(κ)

is used to produce the key materials, where κ is the system security parameter of
bilinear pairing.

During the system initialization, the TA first generates (q,P,G,G1,e) by running
the key generation algorithm Gen(κ). Then, the TA selects the Paillier cryptographic
security parameter κ ′ and two large primes p′, q′ where |p′|= |q′|= κ ′. The public
keys of Paillier cryptograph are: (1) n = p′ · q′; (2) g ∈ Z

∗
n2 as the generator. The

secret keys are: (1) λ = lcm(p′ − 1,q′ − 1) where lcm the least common multiple
of p′ − 1 and q′ − 1; (2) μ = 1

L(gλ mod n2)
mod n where L is a defined function and

L(x) = x−1
n .

Suppose the maximum number of health data with each priority from N users is
smaller than a constant φ . The data value for each priority is less than a constant θ .
Then, the TA builds up a superincreasing sequence [30]

−→
b = (b1 = 1,b2, · · · ,bN),

where bi is a large prime, the length |bi| � κ . ∑i−1
j=1 bj · φ · θ < bi for i = 2, · · · ,N,

and ∑N
j=1 bj ·φ ·θ < n. Similarly, the TA builds up another superincreasing sequence

−→a = (a1 = 1,a2, · · · ,a5), where a2, · · · ,a5 are large primes and the length |ai|� κ .
Let ∑N

i=1 bi = γ . We have ∑i−1
j=1 aj · γ ·θ < ai for i = 2, · · · ,5, and ∑5

j=1 aj · γ ·θ < n.
Finally, the TA obtains (g1,g2, · · · ,g5) where gi = gai for i = 1,2, · · · ,5.

Afterwards, the TA selects a random number x ∈ Z∗
q to compute Y = xP as

the public key. H : {0,1}∗ −→ G and H1 : {0,1}∗ −→ Z∗
q are cryptographic

hash functions. The secret keys are (λ ,μ ,−→a ,
−→
b ,α,x). The public keys are

{q,P,G,G1,e,n,g1,g2,g3,g4,g5,Y,H,H1}.
When a user ui registers to the TA, ui obtains his secret keys bi. With the multiple

pseudonym techniques [37], ui is also assigned with a set of asymmetric key pairs
and uses the alternatively changing public keys as the user’s pseudonyms PIDi

for the communications. The unique identity ui can be protected as only literally-
meaningless pseudonyms are exposed to the public. ui selects a random number
xi ∈ Z

∗
q as his private key (Fig. 3.3).
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3.4.3 Health Data Generation

WBANs worn on or in the user’s body can measure the physiology parameters and
some large-size sensing data (i.e., ECG). The user ui should forward the data with a
specific priority to the cloud server within a given deadline which is the maximum
delay for the specific data priority. Here, the data (d1,d2,d3,d4,d5) are generated
with different priorities. ui first chooses a random number ri ∈ Z∗

q and computes

Ci,j = g
bidi,j
j · rn

i mod n2, where j ∈ {1,2,3,4,5}. (3.1)

Here, j ∈ {1,2,3,4,5} is the priority number. Note that the ciphertexts for different
data priorities cannot be combined together because the forwarding strategies are
different. But the ciphertext from the same data priority can be combined together.
ui then signs on the data with his private key xi to generate the signature. For the
regular data, ui records the system time Time and makes the signature Ri,j

Ri,j = xiH(Ci,j||PIDi||Time) mod n2 (3.2)

Regarding the vital data, the TA chooses a random number s ∈ Z
∗
q, and computes

S= sP. Then, the TA sends REQi||S to user ui where REQi =H1(Data Type||Time).
With REQi, ui can authenticate his data priority as the vital level (P3 or P4). ui

makes the signature Vi,j on the vital data di,j with his private key xi as

Vi,j = xiS+ xiH1(Ci,j)Y. (3.3)
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3.4.4 Priority Based Data Aggregation

After the data generation, a user ui wants to forward his data as soon as possible.
From the view of the network, we have to balance the traffic and optimize the
network recourses. Therefore, we propose a priority based data aggregation scheme
to not only guarantee the forwarding delay but also reduce the communication
overheads. We provide the different forwarding strategies for the data with different
priorities.

(1) Emergency Call: When a user ui has an emergency event denoted as EMi =
(ui||Desi||Time||Location), where Desi is the general description of the emer-
gency, ui sets his data priority as P5 in Table 3.1. When ui meets another user
ur, ui first checks whether the social tie STur is larger than ui’s or the difference
between STur and STui is less than the threshold of emergency call THE. If one of
the conditions holds, ur is selected as an emergency relay. Then, ui makes short
group signature [38, 39] G.sign(ui) and forwards (EMi||G.sign(ui)) to ur.

Receiving (EMi||G.sign(ui)), ur first checks the signature G.sign(ui) with
G.verify(G.sign(ui)). Here, we use G.sign and G.verify to denote the group
signature and verification algorithms. If invalid, ur reports ui to the SS or TA. If
valid, ur carries and forwards EMi to any SS. Once ur meets another user ur1

before ur forwards EMi to SS, ur follows the steps that ui does and determines
whether EMi should be forwarded to ur1 or not.

When ur visits any SS, ur forwards EMi to SS. Since all SSs are connected
via the Internet, the data can be successfully uploaded if one SS receives the
data.

(2) Vital Data Forwarding: When ui is encountered with ur and has a piece of vital
data Ci,j where j = 3 or 4, ui checks whether ur meets the following criteria: (1)
the social tie STur is larger than ui’s or the difference between STur and STui is
less than the threshold (THv) of P4 or P3; and (2) the available buffer size of ur

is larger than the transmitting data size. If both conditions hold, ur is selected
as a relay. Then, ui forwards data to ur.

After receiving the data, ur first checks the signature. If invalid, ur reports ui

to the SS or TA. If valid, ur computes Cr,j = Cr,jCi,j mod n2, and forwards Cr,j

to any SS if possible. Once ur meets another user ur1 before ur forwards the data
to SS, ur follows the steps that ui does and determines whether the data should
be forwarded to ur1 or not.

(3) Regular Data Forwarding: For P1 and P2 data, ui also needs to check whether a
relay ur is eligible or not by following: (1) the available buffer size of ur is larger
than ui’s data; (2) the social tie STur of ur is larger than STui , or STui − STur �
THr. If and only if both conditions hold, ui can forward the data to ur. The
detailed relay selection steps are depicted in Algorithm 1.
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Algorithm 1 Relay selection
1: Two users us and ur are encountered, and us has an emergency.
2: if STur > STus OR STus −STur > THE then
3: us forwards the emergency call EMs to ur AND ur verifies the emergency call EMs.
4: if EMs is valid then
5: ur stores EMs and forwards it to AP or another relay if possible AND Br = Br −|EMs|.
6: if us has P4 data AND Br > 0 then
7: if STur > STui OR STui −STur < THv then
8: us forwards its P4 data to P2,s ur AND Br = Br −|P4,s|.
9: end if

10: end if
11: if us has P3 data AND Br > |P3,s| then
12: if STur > STui OR STui −STur < THv then
13: us forwards its P3 data P3,s to ur AND Br = Br −|P3,s|.
14: end if
15: end if
16: if us has P2 data AND Br > 0 then
17: if STur > STui OR STui −STur < THr then
18: us forwards its P2 data to ur AND Br = Br −|P2,s|.
19: end if
20: end if
21: if us has P1 data AND Br > |P5,s| then
22: if STur > STui OR STui −STur < THr then
23: us forwards its P1 data to ur AND Br = Br −|P5,s|.
24: end if
25: end if
26: else
27: ur reports us as a malicious user to the TA.
28: end if
29: end if
30: End Procedure

3.4.5 Data Aggregation for the Cloud Server

(1) Aggregate Authentication: When the CS receives M � N vital data in time
period t, the CS first verifies the authenticity of the data. First, the CS computes

the sum of all the signatures
N
∑

i=1
Vi, and checks

e

(
M

∑
i=1

Vi,P

)
?
= e(S,

M

∑
i=1

PKi) ·
M

∏
i=1

e(Y,PKi)
H1(Ci,j). (3.4)

If Eq. 3.4 holds, all M vital data packets are authenticated. The correctness can
be proved as
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e

(
M

∑
i=1

Vi,j,P

)
=

M

∏
i=1

e(xiS+ xiH1(Ci,j)xP,P)

=
M

∏
i=1

e(S,xiP) ·
M

∏
i=1

e(xH1(Ci,j)P,xiP)

= e(S,
M

∑
i=1

PKi) ·
M

∏
i=1

e(xH1(Ci,j)P,PKi)

= e(S,
M

∑
i=1

PKi) ·
M

∏
i=1

e(Y,PKi)
H1(Ci,j)

(3.5)

Here, S is distributed by the TA in the time period t, PKi is ui’s public key, and

Y is the TA’s public key. The pairing operations e(S,
M
∑

i=1
PKi) and e(Y,PKi) can be

pre-computed. During each aggregate authentication, only one pairing operation is
required so that the authentication efficiency is considerably improved.

For the regular data, the TA can do the batch verification to efficiently verify the
signatures as

e

(
N

∑
i=1

Ri,j,P

)
= e(

N

∑
i=1

xiH(Ci,j||PIDi||Time),P)

=
N

∏
i=1

e(H(Ci,j||PIDi||Time),PKi)

(3.6)

When the CS receives all the data from N mobile users at the end of every time
slot (one time period is divided into several time slots), the CS aggregates all the

ciphertexts Ci,j together, and sends C =
5
∏
j=1

N
∏
i=1

Ci,j mod n2 to the TA. In addition, the

CS generates the signature of the aggregated data C as

SignCS = xCSH(C||CS||Time) mod n2 (3.7)

where xCS is the private key of the CS.

3.4.6 Data Decryption by the TA

After receiving the aggregated data from the CS, the TA first verifies the signature
SignCS. The TA checks whether

e(SignCS,P)
?
= e(H(C||CS||Time),PKCS). (3.8)

If it holds, the received data are valid.
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The TA has the data as

C =
5

∏
j=1

g

N
∑

i=1
bidi,j

j

(
N

∏
i=1

ri

)n

mod n2

= g

N
∑

i=1
bidi1

1 ·g
N
∑

i=1
bidi2

2 · · ·g
N
∑

i=1
bidi5

5 ·
(

N

∏
i=1

ri

)5n

mod n2

= g
a1

N
∑

i=1
bidi1 ·ga2

N
∑

i=1
bidi2 · · ·ga5

N
∑

i=1
bidi5 ·

(
N

∏
i=1

ri

)5n

mod n2

= g
a1

N
∑

i=1
bidi1+a2

N
∑

i=1
bidi2+···+a5

N
∑

i=1
bidi5 ·

(
N

∏
i=1

ri

)5n

mod n2

(3.9)

Let M = a1
N
∑

i=1
bidi1+a2

N
∑

i=1
bidi2+ · · ·+a5

N
∑

i=1
bidi5, and r =

(
N
∏
i=1

ri

)5

, we have C =

gMrn mod n2. The TA can use his secret key (λ ,μ) to decrypt the aggregated data
according to Paillier cryptograph.

Having the aggregated data, the TA runs Algorithm 2 to decrypt the data for each
priority. The correctness of Algorithm 2 can be achieved as

Xl = a1

N

∑
i=1

bidi1 +a2

N

∑
i=1

bidi2 + · · ·+al−1

N

∑
i=1

bidil

< a1

N

∑
i=1

θ +a2

N

∑
i=1

θ + · · ·+al−1

N

∑
i=1

θ

=
l−1

∑
j=1

ajNθ < al

(3.10)

Algorithm 2 Recover the aggregated data
1: Input: −→a = (a1 = 1,a2, · · · ,aN) and M
2: Output: D1, D2, · · · , Dl

3: Set Xl=M
4: for j = l to 2 do
5: Xj−1 = Xl mod aj

6: Dj =
Xj−Xj−1

aj
=

N
∑

i=1
bidij

7: end for

8: D1 = X1 =
N
∑

i=1
bidi1

9: Return (D1, D2, · · · , Dl)
10: End Procedure
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Therefore, we have Xl−1 = Xl mod al = a1
N
∑

i=1
bidi1 + a2

N
∑

i=1
bidi2 + · · · +

al−1
N
∑

i=1
bidil−1 and

Xl −Xl−1

al
=

al

N
∑

i=1
dil

al
=

N

∑
i=1

dil = Dl , where l = 1,2, · · · ,5. (3.11)

Xl is the sum for the data with the l-th priority. Similarly, di,j is obtained by the TA.

3.5 Security Analysis

In this section, we discuss the security properties of our proposed PHDA scheme.
We focus on the aforementioned security requirements in Sect. 3.3.

• Data Privacy: The user’s data privacy can be achieved based on the assumption
that Decisional Diffie-Hellman (DDH) problem or Decisional Bilinear Diffie-
Hellman (DBDH) [40] problem is hard. The passive eavesdropping can be
resisted since all the transmitted data are encrypted by Paillier cryptograph.
Furthermore, the whole superincreasing sequences −→a and

−→
b are the secret

keys which are securely kept by the TA. Each user ui can only obtain bi for
the encryption. As a result, the cloud server and other entities including the
attackers who do not know all the secret keys cannot recover the exact data for
different priorities. Therefore, the user’s data privacy can be achieved. Due to
the properties of the superincreasing sequence, the TA can recover the data even
though they are aggregated together.

• Identity Privacy: The user’s identity privacy can be preserved with the multiple
pseudonym techniques. In each time period, a user ui changes his pseudonym
PIDi to protect his identity privacy. Only the meaningless pseudonyms are
exposed to the other users. No entity except the TA can trace the pseudonyms
of ui and link them together. By frequently changing his pseudonyms, ui can
protect his identity privacy due to the unlinkability of the current pseudonym and
the previous ones. On the other hand, if ui launches some attacks, the TA is able
to trace ui’s pseudonyms PIDi and link them together to identify the attacker.

• Forgery Attack: The malicious insider users cannot launch forgery attack to
tamper with the data priority because desired vital sensing data are transmitted
with a request REQi||S from the TA. All the collected vital data should be
verified by the TA and authenticate that the data type is exactly the one the doctors
require. If the malicious user U forges a signature

VU = xUS′+ xUH1(CU)Y. (3.12)
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The other users can verify it and have

e(VU,P) �= e(S,PKU) · e(Y,PKU)
H1(CU). (3.13)

Then, U is revoked by the TA and drawn to the revocation list.

In addition, the emergency call cannot be forged by the outside attackers due to
the unforgeability of the group signature is adopted. Only the registered user can
obtain the key materials from the TA to produce the valid emergency call signature.
If an attacker A forges an emergency call EMA, other legitimate users can verify A’s
signature with G.verify(G.sign(A)) and detect the attack.

In summary, from the above discussions, the PHDA can resist the forgery attack
from the inside malicious users and the outside attackers.

3.6 Performance Evaluation

3.6.1 Computational Complexity

We compare the computational complexity of the PHDA with the non-aggregate
scheme. In the PHDA, an individual user ui encrypts the health data with 6
exponentiation operations in Zn2 . For the signature generation, ui performs 1 and
2 multiplication operations G for regular health data and vital data, respectively.
The cloud server CS needs to verifies the signatures of the received health data.
The vital data verification requires M +2 paring operations, which are the primary
computational costs, and M exponentiation operations in G1, and M multiplication
operations in G1. Meanwhile, CS performs N + 1 pairing operations and N
multiplication operations in G1. When sending the aggregated data to the TA, the
CS generates the signature with 1 multiplication operation in G. The multiplication
operations in Zn2 can be considered negligible compared with the exponentiation,
paring operations. Therefore, the overhead of data aggregation can be negligible.
TA verifies the signature with 2 paring operations, and decrypts the data from CS
with 1 exponentiation operations in Zn2 .

We compare the proposed PHDA scheme with the non-aggregate scheme where
the data are directly sent to the TA in the separate type. The individual user ui needs
to separately encrypt 5 types of health data with 10 exponentiation operations in
Zn2 , and generate signatures with 5 multiplication operations in G1. At the TA end,
it requires 10N paring operations for verification and 5N exponentiation operations
in Zn2 to decrypt the data.

The computational complexity of PHDA and non-aggregate scheme is depicted
in Table 3.3. We denote Ce as the exponentiation operation in Zn2 , Cm as the
multiplication operation in G, Cm,1 as the multiplication operation in G1, Cp as
the paring operation. As depicted in Table 3.3, the computation overhead of the TA
is significantly reduced with the assistance of the cloud server.

www.allitebooks.com
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Table 3.3 The comparison of computational complexity between PHDA and
non-aggregate scheme

PHDA Non-aggregate scheme

TA 2Cp +Ce 10NCp +5NCe

Cloud server (M+N +3)Cp +(M+N)Cm,1 +Cm N/A

Users 6Ce +3Cm 10Ce +5Cm

3.6.2 Simulation Setup

For the simulation, we utilize a real world human trace—Infocom06 [41] trace,
where 78 mobile users attend a conference within 4 days. Every two mobile users’
encounter in the proximity can be detected via their attached Bluetooth devices.
There are several fixed nodes in the trace, and we use them as the social spots
according to their contacts with mobile users. Finally, we select 10 fixed nodes as
social spots in our simulation. The contacts of all users and fixed nodes are recorded
in the log file. For the simulation, we collect 128,979 useful contacts, and divide
them into two portions: the first one third of the data set as a training set producing
user’s social ties and the residual data as the experiment set used for the simulation.
We implement the PHDA and some other schemes under the Matlab simulator to
evaluate the performance. Basically, we utilize delivery ratio, average delay and
number of copies as metrics for the comparison.

3.6.3 Simulation Results

To evaluate the emergency call’s forwarding efficiency of the PHDA, we implement
the PHDA, Epidemic and SPRING schemes for comparison. The Epidemic for-
warding, which enables every encountered user to forward the data, is also adopted
in some other emergency call schemes [11]. The SPRING [10] only relies on mobile
users to forward their own data to the social spots. Totally 78 emergency calls are
generated randomly. The comparison results shown in Figs. 3.4, 3.5 and 3.6 with
the comparison among PHDA, Epidemic and SPRING schemes in terms of delivery
ratio, average delay and the number of copies. From Fig. 3.4, the delivery ratio of
the PHDA is less than that of the Epidemic at the beginning of the emergency event.
However, with the PHDA, 85 % emergency calls can be successfully forwarded to
the servers within 2 min, while the percentage for the Epidemic is around 90 %. The
PHDA and Epidemic can achieve the same delivery ratio after 6 min and finally
reach 100 % delivery. Regarding the SPRING, it consumes less communication
overhead but cannot achieve the desirable delivery ratio which is not suitable for
healthcare applications. From Fig. 3.6, we can see that the communication overhead
of the PHDA is significantly reduced compared with the Epidemic. The reason is
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that the PHDA utilizes the fixed social spots to help mobile users store-and-forward
the data so that the fixed social spots provide more opportunities for mobile users
to forward their data. Furthermore, the deployment of the social spots is selected
at the location where a lot of mobile users visit frequently. In addition, the PHDA
enables the mobile users to select the active mobile users which further improve the
connections between the mobile users and social spots. Therefore, the delivery ratio
of the PHDA is close to the Epidemic with much lower communication overhead.

In Figs. 3.7, 3.8 and 3.9, we show the impact of the copy constraints on the PHDA
with a constant social tie constraint TH. Here, the copy constraint is the maximum
number of copies that a user can hold. With this constraint, any mobile user cannot
take too many copies which significantly save each individual user’s storage and
energy consumption. Therefore, the network resources are fairly utilized. With a
lower copy constraint, for example, at most 3 packets can be held by a user, the
delivery ratio is less than that with a higher copy constraint from Fig. 3.7. But after
copy constraint reaches 7, the delivery ratio varies a little because the number of
eligible relay is bounded by the social tie constraint. On the other hand, with a
lower available buffer size (the maximum number of copies), the communication
overhead is considerably reduced.

The impacts of the social tie threshold TH on the performance of the PHDA are
shown in Figs. 3.10, 3.11 and 3.12. We set the copy constraint as 5. From Figs. 3.10
and 3.11, with a larger TH, the PHDA achieves better performance in terms of
delivery ratio and average delay. But the improvement is not that high. The number
of copies increases when TH is larger from Fig. 3.12. This is because the larger TH
causes the increased number of eligible relays which correspondingly increase the
number of copies.
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3.7 Conclusions

In this chapter, we have proposed a priority based privacy-preserving health
data aggregation scheme for cloud assisted WBANs to improve the aggregation
efficiency and preserve identity and data privacy. The PHDA utilizes the fixed
social spots and the social tie between users and social spots to select the optimal
relay and provides reliable data aggregation. With different data priorities, the
forwarding strategies are adjustable and the corresponding delay requirements can
be satisfied with the minimum communication overheads. The security analysis
demonstrates that the PHDA can preserve identity and data privacy, while it also
resists the forgery attack from inside malicious users and outside attackers. The
performance evaluation shows that the PHDA satisfies the delay and delivery ratio
requirements for the data with different priorities, and reduces the communication
overheads at the same time. In our future work, we intend to investigate the
lightweight homomorphic aggregation scheme to further reduce the communication
and computation overheads.
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Chapter 4
Health Data Sharing with Misbehavior
Detection

Despite the traditional health monitoring, MHNs can offer a wide range of social
network and information sharing applications. In these social applications, MHNs
are vulnerable to the malicious attacks and misbehaviors of mobile users, which
may degrade the performance and even disrupt MHNs. The attackers may forge
their social attributes to snatch other legitimate users’ health information during the
information sharing, which violates users’ privacy. It may help them to push some
biased health product recommendations and spam [1]. Moreover, these attackers
may also misbehave, e.g., not following the network protocol, spreading spams,
launching Denial-of-Service (DoS) attacks or consuming a large amount of network
resources. Although some misbehavior detection schemes [2] can partially resist
certain types of attacks, it is still challenging to adjust the security protection against
the powerful attacks, such as Sybil attacks. The cost of misbehavior detection may
increase due to the skyrocketing attacking capabilities of these attackers. To offer
MHNs from QoP perspective, the misbehaviors should be categorized into different
levels with the corresponding detection or protection schemes. In this chapter,
we present social based mobile Sybil detection scheme to differentiate malicious
attackers from normal users.

4.1 Introduction

Sybil attackers can manipulate a large number of identities to profit from services
without offering sufficient contribution [3, 4]. Such misbehaviors can compromise
the effectiveness of MHNs [5]. For example, Sybil attackers may spread spam,
maliciously mislead the overall popularity, or violate normal user’s privacy by
forging a large number of fake identities. In mobile social applications, e.g.,
Fon11, FireChat, WeChat and Groovr, users can share and exchange their social
information directly via smartphones in the local area or among the crowd.
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However, Sybil attackers can frequently change pseudonyms to repeatedly broadcast
the same/similar information, such as social recommendation, traffic condition, etc.
From the perspective of the encountered users, all the similar information seems to
be from different senders, which may mislead the encountered user’s opinions and
preferences. Since mobile Sybil attackers can be merged into the crowd or rapidly
move with unpredictable trajectories, it is intractable to detect them in mobile
environments.

Extensive research efforts [6–8] have been put on Sybil detection by using social
graph or community detection, while some works [5, 9, 10] investigate the network
characteristics, such as wireless channel characteristics, or utilize cryptography to
detect Sybil attackers. However, mobile users cannot easily detect Sybil attackers
in mobile environments due to some limitations, e.g., the lack of strong social
relationships, dynamic user mobility and limited detection capabilities. Firstly, it
is difficult to establish the social graph for mobile users. Usually, mobile users
may not have tight social relationships with each other in the local area. Their
mobility is highly dynamic such that the social connections are hardly maintained
for a long time. Without a stable social graph, some traditional social-graph based
Sybil detection schemes is not applicable in mobile environments. Secondly, smarter
Sybil attackers can mimic as normal users and merge into the normal user crowd
or social community, which may disrupt the community-based Sybil detection.
Thirdly, mobile users have limited knowledge about each other, and lack of powerful
detection capabilities, such as storage and computation. To alleviate mobile user’s
resource consumption, one possible solution is to leverage the cloud server to assist
mobile users for the data storage and computation. However, as the cloud server is
generally untrusted by the mobile users, critical security and privacy concerns are
raised at the same time. Furthermore, the collusion of mobile users augment Sybil
attacker’s capabilities and significantly reduce the detection accuracy. Therefore,
it is crucial to take these challenges into account when developing mobile Sybil
detection in MHNs.

In this chapter, we propose a Social-based Mobile Sybil Detection (SMSD)
scheme to detect Sybil attackers according to their abnormal contacts and
pseudonym changing behaviors in mobile networks. Intuitively, since the Sybil
attackers frequently change their pseudonyms to cheat other users, we investigate
the contact statistics of the used pseudonyms and detect Sybil attackers by
comparing the contact statistics of pseudonyms from normal users and that from
Sybil attackers. Due to the limited storage and computation capabilities of mobile
users, we utilize cloud servers to store and process the large volume of user’s contact
information, alleviating the burden of mobile users. The SMSD also addresses the
collusion attacks and resists cloud data modification when employing the cloud
server for mobile Sybil detection. Specifically, our main contributions are three-fold
as follows.

• Firstly, we investigate the characteristics of user’s mobile social behaviors,
i.e., pseudonym changing and contact. Based on the attacking capabilities, we
identify four levels of Sybil attackers, i.e., general Sybil attackers, Sybil attackers
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with forged contact, Sybil attackers with mobile user’s collusion, and Sybil
attackers with collusion of cloud servers. Then, we propose a social-based
mobile Sybil detection scheme to detect mobile Sybil attackers according to their
abnormal pseudonym changing behaviors.

• Secondly, to alleviate the mobile user’s storage and computation burden, we
exploit the cloud server to store and pre-process the user’s contact data. With
powerful storage and computation capabilities, the cloud servers can assist to
detect the Sybil attackers, which significantly reduces the storage and computa-
tion overhead of mobile users.

• Thirdly, we propose a Learning assisted SMSD scheme (LSMSD), i.e., semi-
supervised learning with Hidden Markov Model, to resist the collusion of mobile
users. The LSMSD can utilize a small number of labeled data for training and
adapt to the unlabeled data. We also adopt a ring structure to collect the mobile
user’s contact signatures associated with the bi-directional Hash chain [11],
which can protect user’s contact information (e.g., encountered user, contact
time, time order, etc.) from being modified by semi-trusted cloud servers.

The remainder of this chapter is organized as follows. We review the related
works in Sect. 4.2. The system model, attacker model and design goals are intro-
duced in Sect. 4.3. Then, we present the details of the proposed Sybil detection
scheme in Sect. 4.4, followed by security analysis and performance evaluation in
Sects. 4.5 and 4.6, respectively. Finally, Sect. 4.7 concludes the chapter.

4.2 Related Works

In this section, we present exiting works to detect Sybil attacks. We review Sybil
detection schemes and categorize them into several types, i.e., social network based
Sybil detection, social community based Sybil detection, behavior classification
based Sybil detection and mobile Sybil detection.

4.2.1 Social Network Based Sybil Detection

Social Network based Sybil detection (SNSD) is a kind of Sybil Detection based
on the concept of “social network”, which is a social structure linking social
relationships among nodes. Sociology theory [12] is a useful tool to investigate
the social relationships among users. In this subsection, the term “social network”
indicates the user’s social graph and structure, which can reflect user’s social
relationships and the social trustworthiness [13, 14] among users. Leveraging
the “social network” structure, Yu et al. [6] propose a famous SNSD scheme,
SybilGuard, based on random walk [15, 16]. Before the explanation of the detailed
SybilGuard, we give an assumption as follows.
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Assumption 1: Although the Sybil nodes can tightly connect with other Sybil ones,
the number of social connections among Sybil nodes and honest ones is limited.

SybilGuard relies on Assumption 1, and each node detects the Sybil one in a
distributed manner. Specifically, a node with degree R generates totally R random
routes starting from itself along its edges with a fixed length L. If a route reaches
a known honest node, it is verified by this known honest node. Particularly, a Sybil
node S may be accepted as a verified one (i.e., the route from S to H is called
verifier) if one of the routes from S reaches the known honest node V . Then, given
a threshold T � R, S could be accepted as an honest node when more than T routes
from S are verified. With Assumption 1, the limited number of attack edges results
in that the number of verifiers cannot be greater than T if T is properly selected. For
example, if there are totally X attack edges, the number of Sybil groups is bounded
by X. From [17], it is proved that T = Θ(

√
nlogn) could be sufficiently large for

the honest nodes passing the random walk detection. In addition, security schemes
are adopted to ensure the authenticity of the nodes and the routes. Every pair of
directly connected two nodes (i.e., one-hop neighbors) negotiate a shared key on
the edge. Message Authentication Code (MAC) is used for each node to verify the
other one. Furthermore, every generated random route should be registered with
an unforgeable token (witness table) including all L nodes on the route so that the
attackers cannot deny the connections and forge the route information.

The correctness of SybilGuard relies on the fast-mixing property of the social
graph. The mixing time t of a social graph indicates how fast the ending point of a
random walk algorithm achieves the stationary distribution. Here, in a social graph,
if the ending point distribution is independent on the starting point as L −→ ∞,
it is the stationary distribution [6]. If the mixing time is Θ(t), the graph is fast
mixing. When a random walk with the length of L =Θ(

√
nlogn), there are Θ(

√
n)

samples that are independent on the starting point. The probability that a Sybil node
is accepted by the known honest node (i.e., both the Sybil node and the honest one
select the same edge (e.g., attack edge) in the random route) follows the Birthday
Paradox [18]. This collision probability is

Prob(Collision) = 1−
(

1− 1√
m

)√
m

. (4.1)

Therefore, SybilGuard has a high probability to detect SA-1 according to random
walk.

To enhance SybilGuard, Yu et al. [7] propose another defense scheme, called
SybilLimit, with the near-optimal guarantees. In SybilLimit, each node generates
R = Θ(

√
m) random routes with length L = Θ(logn). Using the random walk

algorithm [19], the Sybil or honest nodes can be determined, which is similar to
SybilGuard. Different from SybilGuard, SybilLimit leverages the intersections on
edges instead of vertex (node), and performs short random routes with multiple
independent instances of random walk. SybilLimit accepts O(logn) Sybil nodes
per attack edge, while this number in SybilGuard is O(

√
nlogn) [7, 20]. Both

SybilGuard and SybilLimit are based on Assumption 1.
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To understand the properties of social structures, Alvisi et al. [21] investigate
several structural properties of social graphs including popularity distribution [22],
small world property [12], clustering coefficient [23], conductance [24], etc., and
observe that the conductance which is related to the mixing time of a random
walk is more resilient in Sybil defense compared with the other properties. Note
that popularity distribution among the nodes follows a power-law or lognormal
distribution. Small world property indicates that the distance between any two nodes
is small. Clustering coefficient is a parameter that reflects the closeness of nodes
within a social network. The conductance C(S) reflects the mixing time, which
indicates the minimum length of a random walk. C(S) = Sout

Sin
, where Sout denotes

the number of edges that are out from S and Sin denotes the number of edges within
S. If the conductance is low, the mixing time is high. In [21], it is proved that for
the first three properties, the number of edges that Sybil attackers need to generate
to launch Sybil attacks is 0 or 1, while this number for the property of conductance
is C(S)m

log(C(S)) . Sybil attackers have to consume more resources to compete with the
conductance based Sybil detection schemes. Therefore, it validates the effectiveness
of SybilLimit [7] which utilizes conductance to detect Sybil nodes. In addition, a
concept of perfect attack is introduced to explain an undetectable attack that draws
some honest nodes in the social network into Sybil region, without impact on the
whole social network. In other words, when a Sybil node joins the social network
and sets up many connections with the honest nodes, it is not easy to detect such an
attacker as well. The attack edge is a metric to evaluate the attacker’s capability to
launch a perfect attack. To resist the strong Sybil attacks, in [21], an SoK defense
scheme is proposed exploiting conductance to enable honest users to build a white-
list which contains a set of nodes ranked associated with their trustworthiness. The
SoK is more robust compared with other SNSD schemes, such as SybilGuard and
SybilLimit.

There are many other research efforts on SNSD recently. Cao et al. [25] propose
SybilRank to help the centralized Online Social Network (OSN) servers or operators
to detect Sybil attacks through ranking nodes according to their perceived likelihood
of being Sybils. SybilRank aims to reduce the computation overhead and achieve the
scalability of the Sybil detection in a large scale OSN. Danezis et al. [26] explore
a probabilistic model of honest node’s social network and propose a Bayesian
inference approach to divide the whole social graph into Sybil and honest regions.
Another Sybil defense [27] adopts the principle of privilege attenuation [28] for
SNSD to prevent malicious Sybil attackers adding or removing edges in the social
graph without employing social engineering, especially for collusion attack. To
further enhance SybilLimit, Tran et al. [29] propose a Sybil detection scheme,
Gatekeeper, to achieve optimization for the case of O(1) attack edges and guarantee
only O(1) Sybil identities. A multi-source ticket distribution algorithm facilitates
Gatekeeper for node admission control.

A state-of-the-art tendency for SNSD is to explore trustworthiness to establish
social graph and detect SA-1. SybilFence [30] leverages users’ negative feedbacks
on Sybil attackers and adjusts the edge weight in the social graph. For example, if



52 4 Health Data Sharing with Misbehavior Detection

a user ui receives negative comments from others, ui’s edge weights are reduced
correspondingly. With the directed social graph, SA-1 can be better detected. Based
on credit network [13, 31], SumUp [32] detects SA-1 for the vote aggregation
problem in an online content rating system. SumUp leverages online user’s voting
history in order to restrict the attacker’s voting capability if he continuously
misbehaves. In SumUp, a trusted node computes a set of max-flow paths on the
trusted graph and then aggregates the votes. It allows the votes from the trusted
users to be effectively aggregated, while limits the votes from untrusted users.
Canal [33] is similar to SumUp. With a credit payment mechanism in a large scale
network, Canal enhances the establishment of social graph and is compatible to
the existing SNSD. Mohaisen et al. [34] also explore the trust to form the social
graph. They rely on the observation that nodes trust themselves more than they
trust others, and the trustworthiness on other nodes are not uniformly equal. Then,
they leverage differential trust in the social graph to filter weak trust edges and
model trustworthiness by biasing random walks. Delaviz et al. [35] propose a trust
and credit based Sybil detection scheme, SybilRes, which adopts a local subjective
weighted directed graph to indicate user’s data transfer activities. When a user ui

uploads data, the edge weight on the path from ui to the downloaders is reduced.
To maintain the edge weight of honest users, after downloading, the downloaders
increases the weights of the edges on the paths from the uploader ui to itself. Then,
Sybil users could be detected by using the sophisticated SNSD. Unlike the basic
SNSD [6, 7], these trust based SNSD schemes [34, 35] leverage trustworthiness
to build a directed social graph rather than the original undirected social graph
for random walk Sybil detection. Since this enhancement relies on a practical
assumption that the honest nodes would not provide high trust on the unknown
(or Sybil) nodes, the attack edges could be filtered to guarantee the SNSD accuracy.
Therefore, the credit and trustworthiness enhance the traditional social graph and
restrict Sybil attackers to build connections with normal users such that the detection
accuracy is improved.

4.2.2 Social Community Based Sybil Detection

Social Community based Sybil Detection (SCSD) explores social community
detection to facilitate Sybil detection. The possibility of using social community
detection algorithms to detect SA-1 is validated in [36]. In [36], Viswanath et al.
first analyze the SNSD schemes and summarizes them to a ranking problem.
Since the SNSD schemes usually partition Sybil nodes and honest ones into two
parts: Sybil region and honest one, they would be viewed as a graph partitioning
problem. For these SNSD schemes, each unknown node is ranked according to
its social connections with the known trusted nodes. Then, different parameters
(i.e., thresholds) are selected to divide the social graph into two partitions. These
parameters determine the boundary of the partition, or “cutoff”. The ranking of
nodes is towards the direction of reduced conductance. In other words, the nodes
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tightly connected with the known trusted ones (e.g., lower conductance) would score
higher in the ranking. Furthermore, the ranking algorithms significantly impact on
the ranking results and the Sybil partition. At the same time, another problem comes
out: if a node slightly connects with the current known trusted nodes, it is more
likely to be detected as a Sybil node no matter how tightly it connects with other
unknown trusted nodes. In other words, when there are multiple social communities
in the graph, it is inefficient and ineffective to detect Sybil nodes only through social
network partition. Therefore, leveraging community detection to detect Sybil nodes
becomes promising and could enhance the Sybil detection accuracy.

SybilDefender [37] is a typical SCSD scheme, which relies on performing a
limited number of random walks for Sybil identification and community detection.
Sybil identification can detect whether a node is Sybil or not, similar to the
existing SNSD schemes. After the Sybil identification, a community detection
algorithm is adopted to detect the neighboring Sybil nodes around the detected Sybil
one. Furthermore, an efficient combination of Sybil identification and community
detection facilitates SybilDefender to further reduce the computation overhead. In
addition, due to the observation that a portion of OSN relationships among users
are untrusted [22], SybilDefender also includes a mechanism to limit the number of
attack edges. This attack edge limiting mechanism enables users to rate their friend’s
relationships as “Friend” or “Stranger”. The attack edges could be further removed
since Sybil attackers are probably “Stranger” from the view of normal users. Note
that SybilShield relies on Assumption 1.

By using multi-community social network structure, Shi et al. [38] propose Sybil-
Shield, an agent-aided SCSD scheme. SybilShield also leverages trust relationships
among users to form the social graph. However, due to the fact that two honest
nodes belonging to the two different social communities may not tightly connect
with each other, SybilShield exploits the agents and ensures the honest nodes tightly
connect with other honest ones. Similar to SybilGuard (the first random walk based
Sybil detection) [38], some agents of a verifier are selected to run a second round of
random walk, called agent walk, where the agents traverse all of the verifier’s edges
to confirm the suspect nodes. SybilShield relies on Assumption 2.

Assumption 2: Sybil nodes cannot tightly connect honest nodes in the multiple
honest communities since honest nodes would not trust Sybil ones. Honest nodes
can tightly inter-connect with others in the honest community.

Cai et al. [39] leverage the latent community model and machine learning
to detect Sybil attacks, enabling that the tightly interconnected communities are
connected more closely than the one loosely connected. Even though some certain
communities are compromised by Sybil attackers, the attack communities can
also be detected via the transitivity of the latent community model. With a
friend invitation graph built according to user’s befriending interactions (invite,
or accept friends), VoteTrust [40], a novel SCSD scheme, leverages a trust-based
vote assignment and global vote aggregation to estimate the probability of a Sybil
attacker. VoteTrust combines the social graph structure and user’s feedback (accept
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Table 4.1 Comparison on social graph based Sybil detection

Sybil defense

scheme Preliminary technique Social graph Decentralization Trustworthiness

SybilGuard Random walk Undirected
√ ×

and SybilLimit

SumUp Adaptive max flow Undirected × Credit network

Gatekeeper Random walk Undirected
√

Trust

SybilDefender Community detection Directed × Trust

SybilShield Community detection Undirected
√

Trust

VoteTrust Community detection Directed
√

Asymmetric trust

or reject friend requests) to establish a directed graph. It bases on an assumption
that the Sybil users cannot receive more than a certain number of friend requests
from normal users. The global aggregation of the votes for every node can be used
to estimate its global rating. With this two way (voting and feedback) mechanism
(e.g., in a directed graph), Sybil detection would be more effective compared others
schemes.

In Table 4.1, we compare the SGSD schemes with respect to preliminary
techniques, assumption, decentralized properties, etc. A tendency is to explore
trustworthiness to facilitate the Sybil detection to SA-1.

4.2.3 Behavior Classification Based Sybil Detection

Users’ behaviors can be used to classify Sybil attackers, i.e., Behavior Classification
based Sybil Detection (BCSD). In [8, 41], Sybil users in RenRen, a Chinese
OSN, can generate an exponential number of social connections with the normal
(or honest) users. Jiang et al. [42] also shows that the smarter Sybil attackers rarely
establish social connections with other Sybil attackers in RenRen. As a result, only
relying on the SGSD schemes cannot effectively detect smarter Sybil attacks since
Assumptions 1 and 2 may not always hold. Therefore, some novel Sybil detection
schemes are desirable and should exploit some promising features of Sybil attacks.

Wang et al. [41] investigate the OSN user’s browsing and clicking habits
(as known as “online” habits), to detect the Sybil users by comparing their
abnormal online behaviors compared with the normal user’s. According to the data
obtained from RenRen, the primary OSN activities of users are selected as follows:
(1) Befriending: send, accept or reject friend requests; (2) Photo: upload photos,
tag friends in the pictures, browse photos, and comment on the photos; (3) Profile:
browse profiles of other users; (4) Share: share multimedia contents, including
video, photo, audio, text contents and website links; (5) Messaging: update status,
wall posts, send or receive instant messages; (6) Blog: post blogs, browse blogs,
and comment on the blogs. According to the statistics, the primary activities of
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Fig. 4.1 Online social networking behaviors and transition probabilities of Sybil attackers and
normal users. (a) State transitions for a Sybil user. (b) State transitions for a normal user

Sybil users are friending (especially, sending friend requests), viewing photos and
profiles of others, and sharing contents with others. On the contrary, the normal users
spend a large portion of online time to view photo, and perform other activities, like
viewing profiles, sending messages, sharing contents with a similar frequency. Both
Sybils and normal users share content or send messages at similar frequencies. Note
that sharing content or sending messages are the common approaches for Sybils
to disseminate spam in OSNs. This observation indicates that the traditional spam
detection schemes cannot simply leverage numeric thresholds to resist spam.

As shown in Fig. 4.1, the click transitions could be modeled by Markov chain
with each state as a click pattern. Normal users usually perform diverse OSN
behaviors, and the transitions among states are really complicated. By contrast,
the Sybil users are involved in some specific activities in a high frequency. To
distinguish the BOSAs, Support Vector Machine (SVM) [43, 44] can be adopted
according to the session features, such as average clicks per session, average session
length, average inter-arrival time between two clicks, and average sessions every
day, as well as the click features. The preliminary results show that the Sybil
detection accuracy is high. In [41], three models (click sequence model, time based
model, hybrid model), which can cluster similar click patterns, are built for the
behavior classification. According to some specific similarity metrics, the sequence
similarity graph can be established. Through graph clustering, the Sybil users can
be detected. The SVM based scheme is supervised learning tool which requires a
long term training period. To address this issue, an unsupervised learning scheme
is proposed, where only a small portion of click patterns of given normal users as
“seeds”. They color normal clusters which contain a seed sequence; otherwise, the
uncolored clusters are Sybil ones.

With crowdsourcing and social Turing tests, Wang et al. [45] propose a dis-
tributed Sybil detection scheme which significantly improves the detection accuracy.
For a Sybil attacker, he cannot pass “social Turing test” with different attack
strategies. Furthermore, crowdsourcing provides an adaptive platform for normal
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users (e.g., “turker”) to complete the Sybil profile detection with a reasonable
cost. From the experiments in [45], the accuracy of crowdsourcing Sybil detection
under the reasonable burden is almost as high as that performed by “experts”.
Some key factors (e.g., demographic factors, temporal factors and survey fatigue,
turker selection, and profile difficulty) that may impact on the crowdsourcing
Sybil detection are provided. Obviously, the cost of a crowdsourcing workforce is
significantly low, which poses a new direction for Sybil detection. In addition, some
other BCSD schemes [46] are proposed based on behavior classification. DSybil
[46] exploits the heavy-tail distribution of the classical voting behavior from the
honest users to detect Sybil identities. In summary, these BCSD schemes can detect
SA-2 according to the user’s behavior learning and classification.

Suppose that strong Sybil attackers penetrate into the social graph and generate
many social connections with the normal users. It opposes the assumption of the
SGSD. If Sybil attackers are familiar with normal user’s click patterns or habits,
i.e., Sybil attackers could truly mimic the normal users, the behavior classification
based Sybil detection cannot effectively detect them as well. However, it is obvious
that Sybil attackers have to consume a large portion of time to mimic the normal
users so that the attack behaviors are partially limited.

4.2.4 Mobile Sybil Defense

In a mobile network, due to the mobility and the lack of global social graph
information, Sybil defense is quite different and difficult compared with that in the
online networks. Quercia et al. [5] propose an MSD scheme to match mobile user’s
communities and label the users from the Sybil community as Sybil attackers. In
[5], one assumption is that each mobile maintains two lists: friend list containing
the trusted mobile users, and foe list with the untrusted users in it. When two users
are encountered in the network, they match their communities. If a user is not in the
trusted communities, this user would be considered as a Sybil user. In [47], Chang
et al. also propose a Sybil defense scheme in Mobile Social Networks (MSNs),
assuming that the Sybil users and normal users exist in different communities, and
rely on the community matching to detect the Sybil users. Therefore, leveraging
friendship is an effective solution to detect Sybil attackers. However, this type of
Friend Relationship based Mobile Sybil Detection (FR-MSD) schemes requires
mobile users to maintain the trusted community information in advance.

Meanwhile, cryptography is another useful tool to facilitate Sybil defense,
especially for Mobile Sybil Defense (MSD), and can restrict Sybil attacker’s
malicious behaviors. In this subsection, we present some cryptography based
MSD (crypto-MSD) schemes based on cryptography techniques to defend mobile
Sybil attackers. Vehicular Ad Hoc NETwork (VANET) is one kind of internet of
vehicles, characterized by the high-speed mobility. When Sybil attacks are launched
in VANET, an added challenge in detecting SA-3 is the mobility that makes it
increasingly difficult to tie an attacker to the location. To address Sybil attacks
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issues in VANETs, Lin [10] proposes an LSR scheme to resist local Sybil attackers
and mitigate zero-day Sybil vulnerability in sparse and privacy-preserving VANET.
The local vehicle users are not capable to effectively detect Sybil attackers before
they are revoked by the TA. To this end, every user ui should sign on the event
that ui posts. Using group signature [48], if a user sign on the same event for
multiple times (e.g., more than one), these signatures may be invalid. Then, the
user can be simply linked by other users and detected as Sybil attackers. In [10],
the Sybil report delay has been analyzed, while two-layer and multi-layer reporting
are introduced to track the Sybil attacker’s real identity and for the revocation
at the TA’s side. Since the pseudonym techniques are widely applied in wireless
and mobile networks, there are two sides to the pseudonyms: on one hand, the
pseudonym can protect legitimate user’s real identity from being identified and
linked; on the other hand, pseudonymous identities may hinder the Sybil detection
since the detection schemes hardly trace the Sybil identities based on pseudonyms.
Similarly, in [49, 50], a malicious user pretending to be multiple (other) vehicles
can be detected in a distributed manner through passive overhearing by a set of
fixed nodes called road-side boxes. The detection of Sybil attacks in this manner
does not require any vehicle in the network to disclose its identity; hence, privacy
can be preserved at all times. Triki et al. [51] explore the embedded RFID tags on the
vehicles and the short lifetime certificates from RSUs to verify user’s authenticity.
Some observers (e.g., RSUs, or vehicles) are involved in monitoring the sensitive
events to mitigate the false negative detection. Furthermore, vehicles change their
identities when they switch to the communication region of another RSU instead of
the current one, achieving the unlinkability and privacy.

The advantages of information technologies ensure the service review applica-
tions available for the customers using health products and health-related social
activities. Users can either use smartphones to query the special offers of health
products or features of health-related social events, to browse the reviews or service
evaluation from previous customers. Alternatively, local service providers (LSPs)
can gather the users’ comments and post them to the nearby users via MHNs. Since
no trusted authority is available to establish trustworthiness between LSPs and users,
Sybil attackers in the local area could forge some positive reviews, delete or modify
the negative ones. From the perspective of users, they could also act as an attacker
to post fake reviews as well. Therefore, Sybil attacks may maliciously manipulate
the system and degrade the quality of smart shopping.

To resist these Sybil attacks, Liang et al. [9] study trustworthy in service
evaluation of MSNs, and propose a TSE scheme to facilitate the service review
submission and limit the Sybil attackers’ capabilities. Specifically, in TSE, LSPs
generate plenty of tokens to synchronize mobile users’ review submissions. A user
ui can tie his reviews with signatures to only one token after receiving a token
from either LSPs or other users having similar profiles or preferences with ui.
The similar profiles and preferences help users build their trust relationships in a
local area. Then, the tokens can be circulated among users to enable cooperative
review submissions from users with similar profiles or preferences. The efficiency of
signature and verification can be achieved with aggregate authentication techniques.
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The TSE also embeds the time stamp into the review signature to prevent any user
from modifying or deleting the submitted reviews. In addition, every user adopts
pseudonym when submitting reviews. All pseudonyms for the reviews in the same
token are stored in a list for traceability on a group Sybil attackers. If ui submits
multiple reviews with multiple pseudonyms, both LSP and other users can easily
verify it due to the group signature properties. Furthermore, ui’s real identity can
be linked due to the revealed multiple pseudonyms that ui uses. After publishing
a token, the LSP cannot omit this token once some reviews are negative to the
LSPs. In each token the length of the review chain can bound the LSP’s modification
capability. For example, the LSP has to be stronger to modify the existing review
chain with a longer review chain. With different token structures, such as ring, chain,
tree, it is difficult for SA-3 to modify the posted reviews. It is because the established
structure would be destroyed if any modification is made on this structure. Besides
the basic cryptography solutions, in [9], if a user generates a massive number of
reviews with the same pseudonym in a short period, i.e., one time slot, other users
can easily detect his behavior.

Some specific features, such as channel characteristics [52, 53] and mobility
features, in mobile networks could be investigated to classify Sybil attackers
and normal users. For example, in a typical wireless network, channel features
are studied to effectively detect Sybil attackers [54]. An enhanced physical-layer
authentication is utilized, while the spatial variability of radio channels is typical in
indoor and urban environments with rich scattering is exploited. The combination of
authentication and channel features detects Sybil attackers. In practice, the proposed
scheme is also feasible according to the overhead of the sophisticated channel
estimation schemes, either independently or associated with other physical-layer
security schemes, like spoofing attack detection. In addition, the received signal
strength (RSS) is also used to detect Sybil attackers in a static wireless network,
such as wireless sensor networks [55, 56]. If a node always receives the packets
with a similar RSS, the sender is probably a Sybil attacker. Some other MSD
schemes leverage mobile network features to defend Sybil attacks. Geutte et al. [57]
estimate the amount of cheated nodes to measure the success rate of Sybil attacks.
They also evaluate the impact of transmission power tuning from senders, while
analyze the impact of bi-directional antenna over omni-directional antenna for the
receiver. Investigating the transmission signal difference, they quantify the effects
of different security assumptions on Sybil attackers and the impact of antennas
on the Sybil detection accuracy. Yu et al. [58] also analyze the signal strength
distribution of vehicles, and adopt a statistical method to cooperatively verify the
location that a vehicle comes from. Since the neighbors cooperatively measure
the signal strength of the specific vehicle, the location estimation accuracy can be
significantly improved. Abbas et al. [59] propose a lightweight RSS-based Sybil
detection scheme in mobile ad hoc network, without centralized authority and
dedicated hardware (e.g., directional antenna or GPS). This lightweight detection
scheme relies on the node mobility, and sets the threshold to differentiate the node’s
moving speed. If any node moves much faster than the pre-set threshold, it may
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be Sybil attackers. In summary, by investigating normal user’s and Sybil attacker’s
behaviors related to the mobility, channel conditions, the SA-3 attackers can be
differentiated. The detection strategies would vary in different networks, since the
system features also significantly change.

Mobility is an important characteristic of mobile network, and can be adopted
to detect Sybil attackers in the mobile environment. Piro et al. [60] observe that
in mobile ad hoc network, the Sybil identities related to a single Sybil attacker
are bound to a single physical node. In other words, a large number of Sybil
identities move together. By monitoring the user’s motility, Sybil identities can
be detected. Mutaz et al. [61] leverage the features of platoon to detect the Sybils
in VANETs. Therefore, defending Sybil attackers through the system features is a
promising approach where the challenge is how to obtain the sufficient knowledge
or features. Park et al. [62] investigate the mobility of vehicle and rely on the fact
that the two vehicles rarely pass multiple roadside units (RSUs) always at the same
time. Correlating the vehicles and RSUs in the spatial and temporal domains, Sybil
attackers can be identified.

In addition, the secure hardware [63] is used to validate every user’s authenticity.
Sybil attackers can only authenticate themselves with the a limited number of
times, and the fake identities cannot become legal. Although Sybil attacks can be
well resisted, the cost of this scheme is huge. Therefore, it would be used in the
applications requiring the highest security level. In [64], an identity fee based Sybil
defense is proposed, relying on increasing the cost of identity maintenance. The
attackers have to spend more fees to launch a Sybil attack. Zhang et al. [65] propose
a resource testing scheme to detect the overloaded users which are probably Sybils.
The resource testing relies on the observation that the each user or attacker would
work on a single or limited number of devices. If a Sybil attacker exists in the
network, it might consumes the dramatic amount of resources, such as computation,
communication, storage, and network bandwidths, to maintain the created fake
identities. Meanwhile, Li et al. [66] propose an admission and retainment control
mechanism to enforce nodes to periodically solve computational puzzles. When
these dedicated resources can support each node, Sybil attackers would not have
adequate recourses to launch the attack. Therefore, the attacker’s capabilities are
limited to some extend. Reputation systems [67] could be also adopted to mitigate
Sybil attacks in mobile network [68, 69]. These Sybil detection schemes provide
some challenges, such as hardware, device resource, and reputation, to limit the
Sybil attacker’s behaviors.

In Table 4.2, we summarize the existing Sybil defense schemes with respect to
some design principles. Sybil defense should leverage different features to classify,
detect, and resist Sybil attacks towards different scenarios and networks.

In summary, some existing mobile Sybil detection schemes either rely on the
pre-defined communities among users, or adopt cryptography techniques to restrict
Sybil attackers. However, the Sybil attacker would act similarly as normal users to
disrupt mobile Sybil detections. Furthermore, some online Sybil detection schemes
cannot be directly applied in the mobile network. To this end, we study the
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Table 4.2 Sybil detection: a comparison

Sybil defense
scheme

The type of
Sybil attacks

Preliminary
technique

Base or
assumption Decentralization

SNSD SA-1 Social graph
partition,
random walk

Assumption 1 Centralized

SCSD SA-1 Community
detection

Assumption 2 Centralized and
decentralized

BCSD SA-2 Behavior
classification

Behavior difference Centralized and
decentralized

FR-MSD SA-3 Community
detection, or
profile matching

Trusted community
features

Decentralized

Feature-MSD SA-3 Channel
estimation,
feature
classification

Wireless channel
characteristics,
mobility features

Decentralized

Cypto-MSD SA-3 Cryptography Security of
crypto-graphy

Decentralized

relation between mobile user’s contacts and pseudonym changing behaviors and
propose the mobile Sybil detection scheme balancing the trade-off between the
detection accuracy and overhead. Furthermore, the cloud server is introduced into
our detection system to alleviate mobile user’s resource consumption.

4.3 System Model and Design Goal

In this section, we first introduce the system model and attacker model, and then
identify the design goals in details.

4.3.1 System Model

In our system, there are basically three entities, i.e., trusted authority, mobile users
and cloud servers as shown in Fig. 4.2.

• Trusted Authority (TA) bootstraps the whole system, and generates secret keys
to mobile users. Furthermore, the TA audits the mobile users’ data stored in cloud
servers. After a Sybil attacker is detected, the TA can revoke his identities and
update the revocation list.

• Mobile Users take smart phones or portable communication devices to
bi-directionally communicate with each other. User ui should first register to
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the TA for identity and secret keys which are used to generate session keys,
pseudonyms, and signatures. After the registration, ui adopts pseudonyms to
prevent its real identity from being exposed.

• Cloud Server (CS) is a semi-trusted entity in the system. The CS has powerful
storage and computing capabilities and is deployed in the local area. Further-
more, the CS can directly communicate with mobile users and collect their data.

4.3.2 Attacker Model

According to the Sybil attacker’s capabilities, we define Sybil attackers in four
levels.

1. General Sybil Attackers (Level-1): Sybil attackers, denoted as As, exist in mobile
environments to compromise the normal users and launch Sybil attacks to
maliciously produce biased information to others [70]. As adopts pseudonyms
to hide his real identity us and repeatedly sends the similar information or spam
to normal user ui. As a result, ui would consider all the same information from
different senders, and ui’s preference may be manipulated by As.

2. Sybil Attackers with Forged Contact (Level-2): A Sybil attacker As would
forge his contact information to benefit As during Sybil detection. In other
words, a large number of contact records could provide the evidences of
changing pseudonyms. As such, As would maliciously generate an extensive
number of fake contact information associated with his pseudonyms to increase
the pseudonym changing frequency. Then, As could disrupt the mobile Sybil
detection.
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3. Sybil Attackers with Mobile User’s Collusion (Level-3): Mobile users may
collude with Sybil attackers to illegally provide fake contact information and
disrupt Sybil detection. The colluded users can generate valid signatures on the
inexistent contact with the Sybil attackers, even though they have not met each
other. As a result, the Sybil attackers can provide valid contact signatures to
others and disrupt the Sybil detection.

4. Sybil Attackers with Collusion of Cloud Servers (Level-4): Even though the
CS can honestly follow the protocol, but it is a semi-trusted entity. If a CS is
compromised or colludes with the Sybil attacker As, the CS could either add
some fake contact information for As, or modify and delete the normal user’s
contact information to increase the false detection rate.

4.3.3 Design Goals

We identify the design goals of Sybil detection as follows.

1. General Mobile Sybil Detection: When a Level-1 Sybil attack maliciously
changes his pseudonyms to launch attacks, the scheme should detect this from
his mobile social behaviors.

2. Unforgeability: The proposed scheme should be able to prevent attackers from
forging the contact information, since the forged contact would disrupt the Sybil
detection. The encountered users should exchange unforgeable information (e.g.,
signatures of the contact) to the other user, and keep the integrity of contact
information.

3. Resistance to Collusion of Mobile Users: The proposed scheme should be able to
resist the collusion of mobile users. It is critical to find out the forged inexistent
contacts when mobile users collude.

4. Resistance to Collusion of Cloud Servers: The data stored in the cloud server
should not be added, modified or deleted by CSs (i.e., Level-4 attackers). The
modified data should be detected by other entities, e.g., the TA and mobile users.

4.4 The SMSD Scheme

In this section, we propose the SMSD scheme to detect the four levels of Sybil
attackers. Mobile users collect the contact signature from each encountered user,
which is used to support the pseudonym changing, as shown in Fig. 4.3. Collecting
the contact information from mobile users, the detector (i.e., the CS) can distinguish
Sybil attackers from the normal users according to the abnormal pseudonym
changing and contact behaviors. The CS helps to store mobile user’s contact
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signatures, which considerably reduces their resource consumption. Using semi-
supervised learning with Hidden Markov Model (HMM), we propose a novel
detection scheme to distinguish the abnormal contact distribution and detect the
colluded mobile users.

4.4.1 Social-Based Mobile Sybil Detection

As the pseudonym technique [71] is widely applied in the mobile network, on one
hand, it can protect user’s real identity from identified and linked by others; on the
other hand, the use of pseudonyms may hinder the Sybil detection since mobile users
cannot easily link the Sybil identities only based on pseudonyms. Generally, a Sybil
attacker As aims to maliciously produce the biased information and convince the
normal users. If As uses the same pseudonym to send the same information to user
ui multiple times, ui would detect them as the spam. If As changes his pseudonyms
in a high frequency and sends the same information to ui multiple times, these
information might be originated from different users from the perspective of ui.
As a result, ui’s preference or decision might be impacted by As. Therefore, it is of
paramount importance to ensure mobile users to legitimately change pseudonyms
only if they are encountered many other users.

In general, mobile users adopt period based pseudonym changing (PBPC)
strategy and k-anonymity based pseudonym changing (kPC) strategy to protect their
anonymity. In the PBPC, a normal user ui can change his pseudonym after a specific
period (or time window) Ts. When using a pseudonym pidi,ip with a longer duration
than Ts, ui should change it since pidi,ip is exposed for a long time and might be
identified or linked by others. With the PBPC, normal users cannot change their
pseudonyms frequently if Ts is properly selected. The drawback of the PBPC is that
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ui cannot adjust the period according to the number of contacts. Alternatively, the
kPC enables the normal user ui to change his pseudonym pidi,ip when k-anonymity
[71] is violated. In other words, after pidi,ip is used more than TH times (TH is a
pre-defined threshold), pidi,ip should be changed. Note that it is possible for ui to
change his pseudonym pidi,ip in a high frequency, if pidi,ip meets many users (e.g.,
more than TH users) within a short period. However, ui would not always change
pseudonyms in such a high frequency in reality.

To understand the relation between contact and pseudonym changing behaviors,
we investigate the Infocom06 trace [72], which is a real human trace with 78 mobile
users attending a conference within 4 days. We collect the contacts and pseudonym
changing behaviors from active user (with the highest number of contacts), medium
active user (with the average number of contacts), and Sybil attacker (Note that
similar to [5], we randomly select users from the trace as attackers, and set the
pseudonym changing frequency higher than normal users) in Fig. 4.4. Time is
divided into small time slots (i.e., 10 min for each). In Fig. 4.4d, Sybil attackers
adopt more pseudonyms under the similar mobility (and contact) of normal users
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Fig. 4.4 Observations on contact and pseudonym changing between normal users and Sybil
attackers. (a) Contact of an active user. (b) Contact of a medium active user. (c) Contact of an
attacker. (d) Pseudonym changing among normal users and Sybil attackers
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Algorithm 3 SMSD
1: Input: a mobile user ui with pseudonym pidi,ip ,

an initialized contact list CL i,ip , and pseudonym changing threshold TH
2: Output: CL i,ip and Sybil detection
3: while |CL i,ip |< TH (|CL i,ip | denotes the number of items) do
4: if pidi,ip is encountered with another user pidj,jq then
5: They generate Cip,jq = (pidi,ip ,pidj,jq , t).
6: pidi,ip adds Cip,jq into CL i,ip .
7: end if
8: end while
9: ui changes pidi,ip to pidi,ip+1 .

10: Sybil Detection:
11: Having CL i,ip , the detector first checks if (1) |CL i,ip | < TH and (2) Tp−1 < t1 < · · · < tj <

· · ·< tn < Tp. Here, Tp−1 and Tp are starting and ending time of pseudonym pidi,ip
12: if Both (1) and (2) are not guaranteed at the same time then
13: pidi,ip is maliciously used. ui is a Sybil attacker.
14: else
15: pidi,ip is legitimately used.
16: end if

as shown in Fig. 4.4a, b. Normal users change their pseudonyms in the appropriate
way. In contrast, Sybil attackers may sometimes normally change their pseudonyms
to act as normal users, and abnormally change their pseudonyms when launching
attacks.

In this chapter, we adopt the mobile user’s contact information including the
encountered user’s pseudonym and the number of contacts as the evidence for
mobile users to support their pseudonym changing behaviors. The contact between
two users with pseudonyms pidi,ip and pidj,jq is denoted as Cip,jq = (pidi,ip ,pidj,jq , t),
where t is the encountered time. We utilize kPC as user’s pseudonym changing
strategy. The detailed Sybil detection steps are shown in Algorithm 3. After the
basic Sybil detection, the detector reports the Sybil attacker As’s pseudonym and
the corresponding contact list to the TA.

4.4.2 Contact Signature with Aggregate Verification

Since the pseudonym pidi,ip (belonging to As) with fewer contacts would be detected
as a Sybil attacker, the Level-2 Sybil attacker As may forge the contact information
and provide fake contacts to the detector such that As could be merged into the
crowd of normal users. To resist Level-2 Sybil attacker, we propose a contact
signature scheme. As an evidence of the contact, the contact signature is generated
by each pair of the encountered legitimate mobile users. We adopt a variant of
aggregate signature [73] to reduce the overall signature size and the verification
overhead.
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Let G and G1 be additive cyclic groups with the same prime order q, and P is the
generator of G. H : {0,1}∗ →G, and H1 : {0,1}∗ → Z

∗
q are two cryptographic hash

functions. Let e be a bilinear pairing, where e: G×G → G1 [73] between G and
G1 exists under two conditions: (1) for any random numbers a,b ∈ Z

∗
q, e(aP,bP) =

e(P,P)ab; (2) e(P,P) �= 1. Taking a security parameter κ as input, a probabilistic
algorithm outputs a tuple (q, G1, G, e, P, H, H1) as the system parameters to the
public.

• Initialization: A user ui receives a series of pseudonyms pidi,i1 , pidi,i2 , . . .,
pidi,in . Each pseudonym pidi,ip is assigned with the corresponding secret
key pair SKi,ip = (skip,0,skip,1), where skip,0 = si,ipH(pidi,ip ||0), and skip,1 =
si,ipH(pidi,ip ||1). si,ip ∈ Z

∗
q is selected by ui. The public key is PKi,ip = si,ipP.

• Contact Signature: When two users pidi,ip (i.e., ui) and pidj,jq (i.e., uj) are
encountered, pidi,ip generates the contact as Cip,jq = {pidi,ip ,pidj,jq , t}. pidi,ip’s
signature of the contact between pidi,ip and pidj,jq at time t is

SignSKi,ip
(Cip,jq) = (pidj,jq ,ωip ,θip) (4.2){

ωip = ripH(pidj,jq)+ skip,0 + cipskip,1

θip = ripP
(4.3)

where cip = H1(t||pidi,ip ||pidj,jq), and rip ∈ Z
∗
q is a random number. Finally,

pidi,ip sends SignSKi,ip
(Cip,jq) to pidj,jq as the unforgeable signature to prove the

contact Cip,jq .
• Verification: When receiving the contact signature from the encountered user,

pidj,jq verifies its authenticity as

e(ωip ,P)
?
= e(θip ,H(pidj,jq))·
e(H(pidi,in ||0)+ cipH(pidi,in ||1),PKi,ip).

(4.4)

If Eq. 4.4 holds, the received signature is valid; otherwise, it is forged or
invalid. Then, pidj,jq replies SignSKj,jq

(Cip,jq) = (pidi,ip ,ωjq ,θjq) to pidi,ip . These
signatures can be stored and used as the evidence of user’s pseudonym changing.

• Aggregate Authentication: When pidj,jq changes his pseudonym to pidj,jq+1 ,
uj collects all the contact signatures related to pidj,jq and sends them to the
CS for Sybil detection. As the increasing number of encountered users, the
size of signatures correspondingly increases. To reduce the communication
and computation overhead of authentication, we adopt aggregate authenti-
cation. First, uj aggregates the signatures Signagg = (Ωagg,Θagg,pidj,jq) of
(pid1,1a ||pid2,2b || . . . ||pidi,ip || . . . ||pidn,nx , t1||t2|| . . . ||ti|| . . . ||tn, pidj,jq) where

Ωagg =
n

∑
i=1

ωip ,Θagg =
n

∑
i=1

θip . (4.5)



4.4 The SMSD Scheme 67

Table 4.3 Comparison of
computation complexity

Sign Verification

S CHp +3CM 3CHp +3Cp +2CM

Sagg N ·CHp +3N ·CM (2N +1) ·CHp +(N +2) ·Cp +
(N +1)CM

Then, uj sends the aggregate signature Signagg to the CS for authentication.

To verify pidj,jq’s aggregate signature, the CS checks

e(Ωagg,P)
?
= e(Θagg,H(pidj,jq))·
N

∏
i=1

e(H(pidi,ip ||0)+ cipH(pidi,ip ||1),PKi,ip).

If it does not hold, some of pidj,jq’s contact signatures are forged by pidj,jq or other
mobile users. Note that during each contact, pidj,jq should check the validity of the
received signatures at the beginning. In other words, every stored contact signature
by pidj,jq should be valid by pidj,jq’s verification. The forged signatures would be
forged by pidj,jq . Therefore, the CS could directly detect the Level-2 Sybil attacker.

The contact signature may increase the communication, computation and storage
overhead, which is crucial to mobile users. We adopt the cloud server to replace
mobile users as the detector. We show the computation complexity in Table 4.3,
where CHp is map-to-point Hash operation, CM is multiplication, and Cp is pairing
operation. Our aggregate signature scheme can significantly reduce the verification
overhead. If a mobile user ui holds all the contact signature, ui should provide his
historic contact signatures for other user’s detection. It would directly expose his
past pseudonyms, while the authentication overhead exponentially increases as ui

meets more users. In the SMSD, the CS takes ui’s contact signatures and verifies
once for each pseudonym. Then, the CS signs a receipt for the successful detection
to ui. Thus, ui can adopt this receipt to prove his completed detection other than
authenticating his past pseudonyms to every user.

4.4.3 Learning Assisted Mobile Sybil Detection

Level-3 Sybil attacker As may collude with other mobile users or attackers to disrupt
the general Sybil detection via maliciously generating valid signatures to prove
the contacts with As. These inexistent contacts between As and the colluded users
increase the total number of As’s contacts and “validate” his abnormal pseudonym
changing. To this end, we propose Learning assisted SMSD scheme (LSMSD) to
detect Level-3 Sybil attackers to enhance the basic SMSD. Specifically, the LSMSD
basically consists of three steps: contact rate distribution, semi-supervised learning
with HMM and social proximity evaluation.
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Fig. 4.5 Comparison of contact rate distribution between normal users and Sybil attacker.
(a) Contact rate distribution of normal users. (b) Contact rate distribution of the Sybil attacker

• Contact Rate Distribution: To detect the collusion of mobile users, we first
analyze the contact rate distribution with other users. Specifically, when two users
are frequently encountered, they are in local vicinity. If two users are colluded,
they would have a very high contact rate with each other. Meanwhile, they only
have regular or limited contact rate with any other user as shown in Fig. 4.5. The
percentage in y-axis is about the contact number for each pair of encountered
users. The contact rate distribution could be approximated to an exponential
distribution. The detector, e.g., the CS, the TA or other trusted party, can put
the contact distribution into sequences for semi-supervised learning with HMM.

• Semi-supervised Learning with HMM: We propose a semi-supervised learning
scheme with HMM to detect the collusion of mobile users. First, we utilize
an ergodic k-class HMM to analyze the abnormal contact distribution. k is the
amount of abnormal states in HMM, while there would be multiple normal states.
In the initialization, there is only one state NS0, which is a central state in HMM
as shown in Fig. 4.6. There are l normal states and k abnormal states. NS0 denotes
the basic normal state, and could be obtained by training from a certain number of
contact distribution samples. For the ground truth data, we select user’s contact
distribution during daytime and night time to adjust user’s different mobilities
and social behaviors.

A set of parameters θ ∗ of normal state HMM model is obtained from max-
imizing the likelihood of the ground truth sequence (i.e., contact distribution)

{c(l)1 , · · · ,c(l)Nl
} as

θ ∗ = argmax
θ

Nl

∏
j=1

P(c(l)j |θ). (4.6)
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Fig. 4.6 Hidden Markov model

Algorithm 4 LSMSD

1: Input: A set of Nl labeled contact distributions C
(l) = {c(l)1 , · · · ,c(l)Nl

}, Nu unlabeled contact

distributions C(u) = {c(u)1 , · · · ,c(u)Nu
}.

2: Output: Trained HMM Θ = {θ1, · · · ,θK} where K = l+ k. The classification of the contact
distributions NS= {NS1, · · · ,NSl} and AS= {AS1, · · · ,ASk}.

3: Step 1 (Supervised training): Given the ground truth data, estimate the central state NS0 with

θ ∗ = argmax
θ

Nl

∏
j=1

P(c(l)j |θ).
4: while The number of iterations is small than that of abnormal states do
5: Step 2 (Outlier): Having a sliding window ω , split the contact distribution into Ω segments

with overlapping.
Select the outlier with the smallest likelihood

s∗ = argmin
s

(
argmax

s

Ω
∏
j=1

P(c(l)j |s)
)

.

Label this contact distribution as an abnormal state.
6: Step 3 (Adaptation): A new abnormal state model ASi is adapted from the general model

via the abnormal detection. The normal state model is adapted from the general model by
using the other segments.

7: Step 4 (Boundary): Determine the boundary of states
8: Step 5 (New Outlier): Select a new state model with the smallest likelihood in the adaptive

normal state model as an outlier.
9: end while

We assume that each HMM state follows the Gaussian Mixture Model
(GMM), which can be estimated by standard Expectation-Maximization (EM)
algorithm [74]. The concrete steps of semi-supervised learning algorithm with
HMM are stated in Algorithm 4.
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In the adaptation phase, we utilize Maximum A Posteriori (MAP) [75] scheme
to adjust the normal state model to a certain abnormal state model for training on
the abnormal state model. While, the original normal state model is also trained by
adapting the non-outlier segments. We select θ ∗ to maximize posterior probability
density as

θ ∗ = argmax
θ

P(θ |C) = argmax
θ

P(C|θ)P(θ). (4.7)

With GMM, the model is adapted according to the new weight, mean and variance,
denoted by w′

i, μ ′
i and σ ′

i , respectively.

w′
i =

1
L

L

∑
j=1

P(i|cj,θ), μ ′
i =

L
∑

j=1
cjP(i|cj,θ)

L
∑

j=1
P(i|cj,θ)

σ ′
i =

N
∑

j=1
P(i|cj,θ)(cj −μ ′

i )(cj −μ ′
i )

T

L
∑

j=1
P(i|cj,θ)

.

(4.8)

The adaptive parameters can be updated as

ŵi =β ·wi +(1−β ) ·w′
i

μ̂i =β ·μi +(1−β ) ·μ ′
i

σ̂i =β · (σi +(μ̂i −μi)(μ̂i −μi)
T)

+(1−β ) · (σ ′
i +(μ̂i −μ ′

i )(μ̂i −μ ′
i )

T).

(4.9)

Here, wi, μi and σi are the previous weight, mean and variance. Note that β is
the adapter factor to balance the new parameters and the previous ones. When β
becomes larger, the new parameters would contribute more in the adapted model.
In step (4) of Algorithm 4, we follow the sophisticated Viterbi decoding [74] to
determine the boundary of states.

The LSMSD requires a small amount of ground truth data for training, which
significantly reduces the training overhead and is suitable for mobile Sybil detection.
In HMM, we also establish l normal states which leverages from the active users to
inactive ones, from the daytime to the night time. With the adaption on the HMM,
the LSMSD can improve the learning accuracy with a large amount of unlabeled
data.

• Social Proximity Evaluation: Although the LSMSD is effective to detect the
collusion by classifying the abnormal contact distribution, it might produce false
detection if some normal users always stay together. To address this issue, we
exploit the social community to facilitate the LSMSD. Actually, if two users
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frequently contact each other, they would have some specific social relationships,
such as colleagues, social friends, neighbors, etc. All these features can be
extracted as social communities. Each user ui maintains a social community
vector

−→
SCi = [1,0,0, . . . ,1,0]. We define the social proximity SPi,j between ui

and uj as

SPi,j =
|−→SCi

⋂−→
SCj|

|−→SCi
⋃−→

SCj|
∈ [0,1]. (4.10)

According to the detection results in the LSMSD, the user pair (ui,uj) with the
social proximity SPi,j < SP can be labeled as the Level-3 Sybil attackers. Here,
we define SP as the social proximity that normal friends should have. Therefore,
the LSMSD can be further enhanced with the social assistance.

4.4.4 Ring Structure of Contact Signature

In the aforementioned subsections, we present the solutions to resist Level-1, Level-
2 and Level-3 Sybil attackers via the relation between contacts and pseudonym
changing behaviors, aggregate signatures on contacts, and the contact rate distri-
bution, respectively. A condition is that the CS honestly follows all the procedures
and cannot be compromised. In reality, the CS is semi-trusted entity as indicated
in Sect. 4.3, and is possibly compromised. Therefore, we adopt a ring structure of
contact signature to resist the deletion and modification on the contact data sent to
the CS.

Before uploading the contact list to the CS, each mobile user should form his
contact list in a ring structure where each item cannot be removed or modified by
others.

1. ui first initializes the contact list CL ip for pidi,ip . When ui begins to use a
pseudonym pidi,ip at time t0, the contact list is CL ip = {SignSKi,ip

(Cip,ip)},

where Cip,ip = (pidip,ip ,pidip,ip , t0).
2. When pidi,ip meets pidj,jq at t1, ui obtains the contact signature SignSKj,jq

(Cip,jq),

and updates the contact signature ring as CL ip = {R1,SignSKj,jq
(Cip,jq)}, where

R1 = (pidi,ip , t0,SignSKi,ip
(Cip,ip)).

Similarly, when another user pidl,lr is encountered with pidi,ip at t2, pidl,lr
sends the contact signature SignSKl,lr

(Cip,lr) to pidi,ip . pidi,ip then updates
the contact signature ring as CL ip = {R1,R2,SignSKl,lr

(Cip,lr)}, where R2 =

(pidj,jq , t1,SignSKi,ip
(Cip,ip)).

3. pidi,ip recursively builds the ring structure following step (2). When ui changes
pseudonym pidi,ip at tN , ui finalizes the contact signature ring as CL ip =

{R1,R2, . . . ,RN ,SignSKip
(C

′
ip,ip)}, where C

′
ip,ip = (pidip,ip ,pidip,ip , t

∗) and t∗ =

H1(t0||t1|| . . . ||tN).
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In addition, ui generates a contact order list CO i,ip = {CO0,CO1, · · · ,CON}.
Let H2 and H3: {0,1}∗ → Z

∗
q be two cryptographic hash functions. ui adopts

pidi,ip in the duration [t0, tN ], and has contacts at T = {t1, t2, · · · , tN−1}. For the
n-th contact, COn = H1(hn||pidj,jq), where pidj,jq is the encountered user. Here,
hn = H1(H2(hn+1||tn+1)⊕ H3(hn−1||tn−1)) where n ∈ [1,N − 1]. As such, a bi-
directional Hash chain is established, where the forward seed is h0 = H1(t0) and
backward seed is hN = H1(tN).

The contact signatures form a closed ring, while the established bi-directional
Hash chain guarantees the order of every contact time. The contact list should
be synchronized with the contact order list to ensure the integrity of the contact
information provided by mobile users.

4.5 Security Analysis

In this section, we discuss the security properties of the SMSD scheme according to
the defined attacker model in Sect. 4.3.

4.5.1 General Mobile Sybil Detection (Level-1)

The SMSD scheme can resist general Sybil attack since mobile user’s contact and
pseudonym changing behaviors are correlated. If a Level-1 attacker As launches the
attack, i.e., frequently changes pseudonyms, it is difficult for As to collect sufficient
contacts to prove the correctness of changing pseudonyms within the short period.
The behavior difference between normal users and Level-1 attackers can directly
reflect their primary purposes of participating in the mobile network.

Even though As sometimes performs as a normal user and does not change
his pseudonym frequently, the other pseudonyms used within a short period or
few contacts can also be identified. The SMSD can also restrict Level-1 Sybil
attack’s malicious behaviors and lead to the higher resource consumption to launch
the attack. Thus, it is applicable to practical applications, and performs effective
detection in mobile environments.

4.5.2 Contact Unforgeability of Mobile User (Level-2)

Theorem 1. The SMSD can prevent Level-2 attackers from maliciously forging
contacts by using the contact signatures.

Proof. During the contact between pidi,ip and pidj,jq , they sign on the contact event,
including the encountered pseudonyms and the time, by using secret keys. Assume
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that the computational Diffie-Hellman problem in G is hard. The contact signature
ωip = ripH(pidj,jq) + skip,0 + cip skip,1 and θip = ripP are unforgeable, since skip,0,
skip,1 and rip are selected by pidi,ip . Without compromising other users, the forged
contact signature ωip and θip from As would be detected by the CS, since the
CS aggregates As’s contact signatures and verifies them at first. Therefore, the
contact signature can validate the authenticity of the contact event, which is also
the foundation of the SMSD.

4.5.3 Resistance to Collusion of Mobile User (Level-3)

The LSMSD can resist the collusion of mobile users via the semi-supervised
learning with HMM on the contact rate distribution. If one mobile user ui colludes
with the Sybil attacker As, ui generates valid signatures for some inexistent contacts
with As, such that As can change his pseudonyms early prior to the normal changing
time point. As and ui would have a large number of contacts, reflecting a high
contact rate in their contact distribution. However, As would meet other users
infrequently, such that As has lower contact rates with others. As shown in Fig. 4.5,
normal users and Level-3 attackers have different contact distribution. Therefore,
the proposed semi-supervised learning with HMM can classify the normal contact
distribution and the abnormal one due to the collusion. The detection accuracy will
be presented in Sect. 4.6.

As an enhancement of the LSMSD, social proximity is explored to assist the
contact distribution. Since the colluded user may not have strong social connections
with As, but contacts frequently with As, the colluded users can be classified
according to their social relationships.

4.5.4 Resistance to Collusion of Cloud Server (Level-4)

Theorem 2. The CS cannot add, modify and remove the mobile user’s contacts due
to the contact signature ring and bi-directional Hash chain of contact order.

Proof. Suppose the CS deletes the contact between pidi,ip and pidj,jq at tj. hj−1 �=
H1(H2(hj+1||tj+1)⊕H3(hj−2||tj−2)). Similarly, hj+1 cannot be recovered as well. As
a result, the whole contact order list is invalid. Due to the forward and backward
secrecy, the contact order list cannot be forged. If the CS modifies or adds contact
signatures for any user, the detectors can find out the CS’s malicious operations due
to Theorem 1.

In the contact signature ring, if R2 (e.g., from pidj,jq) is deleted, t∗ cannot
be calculated without t2. Similarly, if the CS adds R∗

j into CL ip , the contact
signature ring cannot be synchronized with the order list. Therefore, the proposed
contact signature ring and bi-directional Hash chain can protect the stored contact
information from addition, modification and deletion by the CS.
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In summary, the SMSD scheme can resist the four levels of Sybil attackers
defined in Sect. 4.3.

4.6 Performance Evaluation

In this section, we evaluate the performance of the SMSD based on the trace-driven
simulation.

4.6.1 Simulation Setup

We use Infocom06 trace [72] with 78 mobile users during a 4-day conference. Each
mobile user carries a dedicated Bluetooth device, which can discover the surround-
ing users. Totally, 128,979 contacts are recorded. We separate the entire contact data
into two parts: 20% of data are the training set to produce mobile users’ profiles
(e.g., social communities), and the remaining data are used for the simulation.

We assign users with social communities according to the sociology theory.
A complete graph G is built up, where each edge E(ui,uj) weighted by the total
number of contacts between two vertex ui and uj. We then refine the graph G with
78 vertices and 2,863 edges by removing the edges weighted less than 100. Based
on Bron-Kerbosch algorithm [76], we extract maximal cliques in G. A clique is a
complete subgraph where every edge is high-weighted. According to the weight of
each maximal clique, we select 100 social communities (i.e., cliques). The selected
communities are used for simulation comparison on social connections.

4.6.2 Simulation Results

To show the advantages of SMSD and LSMSD schemes, we compare the detection
accuracy with FFL (Friend and Foe list) [5]. In FFL, mobile users detect attackers
based on checking their social friend list. Similarly to [5], we randomly select
several Sybil attackers from the data set. We select 1, 4, 8, 12, and 16 users as the
attackers in our simulation. To quantify the performance, we adopt false positive rate
(FPR) and false negative rate (FNR) as the metrics to evaluate the Sybil detection
accuracy. A false positive detection results in a normal user being detected as
an attacker, while a false negative indicates that a Sybil attacker being regarded
as a normal user. We define FPR = Pf /(Pf +N)× 100% where Pf denotes the
number of false positive detections, N is the amount of attackers. Similarly, FNR =
Nf /(Nf +P)×100% where Nf denotes the number of false negative detections, P is
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Fig. 4.7 The impacts of the number of Sybil attackers. (a) False positive rate vs. the number of
Sybil attackers. (b) False negative rate vs. the number of Sybil attackers
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Fig. 4.8 The impacts of TH (i.e., every user changes pseudonyms when the pseudonym meets
more than TH users). (a) False positive rate vs. TH. (b) False negative rate vs. TH

the amount of normal users. We run different schemes within 400 time slots for
performance comparison. For the LSMSD, we set adapter factor β = 0.5 and select
100 contact distributions from different users as ground truth data.

In Fig. 4.7, we compare the FPRs and FNRs among FFL, SMSD and LSMSD as
the increasing number of attackers. We set TH = 80 and SP = 0.3. The number of
attackers has a larger impact on FFL compared with that on SMSD and LSMSD.
The reason is that the increasing number of attackers introduces the larger challenge
to the mobile users to detect Sybil attackers via their friend and foe lists. The
number can affect SMSD and LSMSD since a large number of Sybil attackers can
launch strong collusion attack and forge contact signatures to disrupt the SMSD and
LSMSD. In the following results, we set eight Sybil attackers in the network.

In Fig. 4.8, we show the performance comparison by varying the threshold
(number of contacts) of changing pseudonyms. We set SP = 0.3 for the LSMSD.
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Fig. 4.9 The impacts of SP (i.e., social proximity). (a) False positive rate vs. SP. (b) False negative
rate vs. SP

When TH is small, e.g., TH = 60, the FPRs and FNRs of SMSD and LSMSD is not
high. The reasons are two-fold: on one hand, attackers can also perform as normal
users; on the other hand, when attackers launch Sybil attacks, each pseudonym still
has a specific lifetime. A smaller TH results in a small gap with the number of
contacts that an attacker has. When increasing TH, the gap becomes larger so that
the FPRs and FNRs of SMSD and LSMSD significantly decrease.

As shown in Fig. 4.9, the social proximity threshold SP can only impact on
LSMSD which detects Level-3 attackers. We set TH = 80. For FFL, we adopt SP as
the threshold to befriend with others. When SP is large, the Sybil attackers would
not befriend with normal users so that the FNR reduces. Meanwhile, a large SP
prevents some normal users from befriending with others. Therefore, they may be
detected as attackers, which increases the FPR.

For the users with high contact rate, the LSMSD can detect whether their contacts
are forged or not according to the social proximity. If SP is small, the FNR increases
since the colluded attackers may have certain social connections. It is easy to achieve
so that both normal users and Sybil attackers with high contact rate are likely
detected as normal users. By increasing SP, the FNR drops, while the FPR increases.
The reason is that the colluded users with high contact rate can hardly build very
strong social connections with each other as SP > 0.3.

In summary, LSMSD performs better than SMSD since the Level-3 attackers can
be detected by semi-supervised learning with HMM, which balances the training
overhead and detection accuracy. Having the appropriate parameters, e.g., TH =
100, SP = 0.3, the four levels of Sybil attackers could be detected.
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4.7 Summary

In this chapter, we have proposed a social-based mobile Sybil detection scheme
to detect four levels of Sybil attackers with different attacking capabilities. We
have investigated mobile user’s pseudonym changing behaviors compared with
that performed by Sybil attackers, and utilized contact statistics as the criteria of
pseudonym changing for mobile Sybil detection. The security analysis demonstrates
that the SMSD can resist four levels of Sybil attackers, while the extensive trace
based simulation can validate the detection accuracy of the SMSD. The proposed
SMSD scheme is a new paradigm in mobile environments, taking the advantages of
powerful storage and computing capabilities in the cloud server, and starts a trend to
distinguish Sybil attackers via mobile user’s contacts and pseudonym changing. The
semi-supervised learning with HMM can offer accurate detection with reasonable
training overhead. For our future work, we will investigate the cooperation among
mobile users to pool the contact statistics for fully distributed Sybil detection.
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Chapter 5
Privacy-Preserving Health Data Processing

In this chapter, we investigate privacy-preserving health data processing in MHNs to
classify health data for diagnosis and prediction with sufficient privacy protection.

5.1 Introduction

With diverse wearable devices and users’ healthcare demands, MHNs generate an
ever-increasing health data volume. According to an estimation from the Institute for
Health Technology Transformation, the United States healthcare data have reached
150 exabytes (1,018 bytes) in 2011 and is expected to reach zettabyte (1,021 bytes)
scale and even yottabytes (1,024 bytes) in the future [1]. To support big data in
MHNs, health data processing techniques are critical to analyze symptom and
diagnose (or predict) disease.

However, as MHNs may take the advantages of the powerful storage and
computation capabilities from the outsourced cloud servers, security and privacy
concerns associated with these untrusted cloud servers are also raised. When the
health data are outsourced to the cloud servers for processing and analysis, the
cloud servers can access these raw data. Users’ private information might be leaked
during this process. It is necessary to make the outsourced health data invisible
to the untrusted cloud servers when these cloud servers perform machine learning
algorithms [2, 3]. In addition, the user’s (e.g., data owner’s) identity or the associated
profiles should be anonymous or unlinkable.

In this chapter, we investigate health data processing techniques with privacy
preservation as follows.

• Firstly, we introduce several basic classification schemes, i.e., hyperplane deci-
sion, naive Bayes classification and decision tree, which are able to be extended
to other complicated classifications in machine learning. Then, we present
Paillier cryptograph system which is also a homomorphic encryption scheme.
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It is feasible cryptographic tool to support secure multi-party computations since
it can perform some operations (e.g., addition, multiplication) over ciphertexts
without learning any information of plaintext.

• Secondly, with the preliminaries, we present the integration of classification
schemes and secure computation blocks in a generic privacy-preserving machine
learning framework. We present the detailed constructions of important building
blocks.

• Finally, we present an application of clinic decision support system with privacy
preservation in MHNs. It has an emerging cloud-based e-healthcare system
including data owners, cloud server, data processing center, health data center
and data requestors.

The remainder of the chapter is organized as follows. We review the related works
in Sect. 5.2. We also present several classification schemes in Sect. 5.3. Then, we
introduce the preliminaries in Sect. 5.4. We investigate a generic privacy-preserving
machine learning framework in Sect. 5.5, including system model, attacker model
and building blocks. In addition, we present an MHN application, i.e., privacy-
preserving clinic decision support system in Sect. 5.6. Finally, we summarize the
chapter in Sect. 5.7.

5.2 Related Works

Machine learning, as a powerful tool for health analysis, has attracted a lot of
attentions from both academic and industrial fields. Recently, a major challenge
for studies in health-related machine learning is the capture of sufficient ground
truth data for training purposes. For example, students have been enlisted to act
out activities of daily living (ADLs) to create labeled data sets, which are used
to investigate statistical activity recognition methods [4]. A smaller data set from
a few volunteers can be also used, for example, mixture model analysis to infer
activities of one user, the statistical predictive algorithm to model circadian activity
rhythms [5], fuzzy rules used to classify activities in the home [6] and validated
with a manual log [7]. Although progress continues, it is still challenging to
collect longitudinal sensor data along with real health data of subjects such that
the embedded health assessment is also hard.

From the above discussions, it is difficult to obtain labels, but unlabeled data
are abundant. It is promising to apply semi-supervised learning, reducing human
labor costs but improving learn algorithm accuracy. In some cases, the data are
sequential such that most semi-supervised learning methods may not address
this problem. Semi-supervised learning can adopt generative and discriminative
methods on sequences. A popular generative method is Hidden Markov Model
(HMM). Specifically, the standard Expectation-maximization (EM) training with
forward-backward algorithm (i.e., Baum-Welch [8]) is a sequence semi-supervised
learning algorithm. The training data usually include a small set of labeled data with
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l labeled sequences {XL,YL}= {(x1,y1), · · · ,(xl,yl)}, and a much larger unlabeled
data set with sequences XU = {xl+1, · · · ,xl+u}. xi denotes the i-th sequence with
length mi, where xi = (xi1, · · · ,ximi). Similarly, yi is a sequence of labels yi1 . . .yimi .
The initial HMM parameters are estimated by the labeled set. Then, the unlabeled
data are used to run the EM algorithm, which improves the HMM likelihood P(XU)
to a local maximum. Therefore, the trained HMM parameters are determined by
both the labeled and unlabeled sequences. Th mixture models and EM algorithm
are paralleled in the i.i.d. case.

The discriminative method is to use a kernel machine for sequences and develop
semi-supervised dependency via the kernels. In the recent decade, kernel machines
for sequences and complex structures contain Max-Margin Markov networks and
Kernel Conditional Random Fields (KCRFs). They can support vector machines for
structured data and become the generalization of logistic regression. Although these
kernel machines are not specifically designed for semi-supervised learning, we can
still use a semi-supervised kernel (e.g., the graph kernels) with the kernel machines.
Thus, it makes semi-supervised learning on sequential data applicable [9].

To detect certain or abnormal events, the interested events happen over a small
proportion of the total time, such as extractive summarization of raw video events
and alarm generation in surveillance systems. The automatic detection of temporal
events constitutes a problem in the fields of computer vision and multi-model
processing under an umbrella of names (unusual, abnormal or rare events) [10]. Note
that such events happen in a low rate or cannot be even anticipated. The abnormal
event is usually defined as the event with the rarity, unexpectedness and relevance.
For example, they seldom occur, representing the rarity; they may not have been
expected in advance, representing unexpectedness; and they are relevant for a
particular task, representing relevance. Obviously, abnormal event detection entails
various challenges. The rarity of abnormal events indicates that it is not applicable
to collect sufficient training data for supervised learning. Furthermore, more than
one type of abnormal events may happen in a given data sequence. The event
types can be expected to differentiate from another one. Consequently, capturing all
abnormal events with training a single model is difficult and exacerbates the problem
of learning based on the limited number of data. The unexpectedness of abnormal
events indicates that it is difficult to define a complete event lexicon, especially
with the consideration of both genre-dependent and task-dependent features of
event relevance. Most of related works on event detection focus on specific events,
which have prior expert knowledge with well-defined models. Therefore, they are
not applicable to detect abnormal events, especially in MHNs for disease diagnosis
[11, 12]. Since abnormal events feature with rarity, unexpectedness and relevance
and traditional supervised model-based schemes are not applicable, in [13], Zhang
et. al. propose a semi-supervised adapted HMM framework. This framework first
learns abnormal event models by Bayesian adaptation in an unsupervised pattern
from a large amount of (commonly available) training data. It also has an iterative
structure and adapts any new abnormal event model at each iteration. Therefore, this
framework can address the scarcity of training data and the difficulty in pre-defining
abnormal events.
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To leverage privacy preservation in machine learning for e-healthcare system,
some research efforts have been put in recent years. Graepel et al. [14] adopt
a leveled homomorphic encryption scheme [15] to delegate the execution of
machine learning algorithm with privacy preservation. Liu et al. [16] propose
a privacy-preserving clinical decision support system by using naive Bayesian
classification with secure operations. In this clinical decision support system, three
types of privacy-preserving health data processing techniques, i.e., naive Bayesian
classification, patient disease risk computation and Top-k disease retrieval, are
proposed. A k-nearest neighbor classification scheme [17] is proposed with Paillier
crypto system [18] to achieve security and privacy goals. To protect the privacy
leakage during electrocardiogram (ECG) classification, Barni et. al. [19] propose
a privacy-preserving classification scheme based on neural network and linear
branching program. Recently, Bost et al. [20] develop a set of secure machine
learning classification schemes and propose a library of components. Yuan et al.
[21] propose a collaborative learning scheme, which enables each user to encrypt
his data and upload the ciphertext to the cloud server. The cloud server performs
most of the learning algorithms over these ciphertext without learning the plaintext.
A variant of “doubly homomorphic” encryption scheme [22] for secure multi-party
computation is adopted to perform flexible operations over the encrypted data.

5.3 Classification Approaches

One of the most important machine learning techniques in MHNs is classification.
Formally speaking, a user’s input data x is an l-dimensional vector, i.e., x =
{x1, · · · ,xl} where xi ∈ R and i ∈ {1, · · · , l}. The classification algorithm C(w,x)
: Rd 	→ {c1, · · · ,ck} on x outputs k∗ = C(w,x) ∈ {1, · · · ,k}. k∗ is the class to which
x corresponds based on the model w.

In this chapter, we mainly present three types of classification schemes, i.e.,
hyperplane decision based classification, Naive Bayes classification and decision
tree.

5.3.1 Hyperplane Decision Based Classification

In hyperplane decision based classification, the model w contains k vectors in
R

d(w = {wi}k
i=1). The output of this classification is

k∗ = argmax
i∈[k]

f (wi,x). (5.1)

Here, f (wi,x) denotes the inner product between wi and x. It indicates the similarity
between the two inputs.
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This hyperplane based classification scheme generally works with a hypothesis
space H associated with an inner product f (w,x). It can solve a binary classification
problem, i.e., k = 2. Given two classes c1 and c2 An input x is classified in class c1

if f (w,m(x)) � 0; otherwise it is classified in class c2. Note that the function m(·):
R

d 	→H denotes the feature mapping from R
d to H. Note that a large class of infinite

dimensional spaces can be approximated with a finite dimensional space, such as
gaussian kernel. In this example, m(x) = x or m(x) = xP, where P is a randomized
projection matrix selected in the training phase. In the case with k � 2 classes, we
can adopt “one-versus-all” approach for classification. In specific, k different models
{wi}k

i=1 are trained to discriminate each class from all the others. The decision rule
follows Eq. 5.1. It can cover a wide range of common classification algorithms,
including SVM, logistic regression, least squares, etc.

5.3.2 Naive Bayes Classification

Naive Bayes classification is another promising classifier. In the model w, each class
ci is associated with a probability {Prob(C = ci)}k

i=1. In the input x, the j-th element
xj is a and occurs in a certain class ci with a probability Prob(Xj = a|C = ci). Here,
a ∈ Dj where Dj is Xj’s domain, j ∈ {1, · · · ,d}, and i ∈ {1, · · · ,k}.

The classifier adopts a maximum a posteriori decision rule to select the class with
the highest posterior probability as Eq. 5.2.

k∗ =argmax
i∈[k]

Prob(C = ci|X = x)

=argmax
i∈[k]

Prob(C = ci,X = x)

=argmax
i∈[k]

Prob(C = ci,X1 = x1, · · · ,Xd = xd)

(5.2)

The second equality holds since the normalizing factor Prob(X = x) can be omitted
with the fixed x. This follows Bayes’s rule.

The Naive Bayes model relies on the assumption that Prob(C = ci,X = x) can
be factorized as

Prob(C = ci,X1 = x1, · · · ,Xd = xd) = Prob(C = ci)
d

∏
j=1

Prob(Xj = xj|C = ci).

(5.3)

According to Eq. 5.3, each of d features are conditionally indenpendent given
the class. For simplicity, we assume that the domain of feature values is discrete and
finite such that probabilities Prob(Xj = xj,C = ci) are masses [20].
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Fig. 5.1 Decision tree

5.3.3 Decision Tree

Decision tree is a non-parametric classifier which partitions the feature vector space
one attribute at a time. Interior nodes in the tree correspond to partitioning rules,
while leaf nodes correspond to class labels. The decision tree classifies a feature
vector x starting from the root and uses the partitioning rule at each node to select
the next branch until it reaches a leaf node. The output of decision tree based
classification [23] is the class associated with the reached leaf node.

Figure 5.1 shows an example of decision tree. Each non-leaf node corresponds
to a decision criteria, and each leaf node outputs a certain class {c1,c2,c3,c4}.

5.4 Preliminaries

Homomorphic encryption is a useful cryptographic technique to support secure
computation among multiple parties. In this section, we introduce the details of
Paillier cryptography [18], which is a homomorphic encryption scheme. Paillier
cryptography system acts as the building blocks of secure machine learning
scheme. Paillier cryptography system consists of key generation, encryption, and
decryption.
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1. Key Generation: An entity chooses two large primes p and q, and computes
N = pq. The base G is randomly selected, where G∈Z

∗
N2 and gcd(L(Gκ modN2),

N) = 1. Here, L(x) is defined as (x−1)/N, while κ is the least common multiple
between p−1 and q−1, κ = lcm(p−1,q−1). The public key is 〈N,G〉 and the
private key is κ .

2. Encryption: Let x ∈ ZN be the plaintext and r ∈ ZN be a random number. The
ciphertext can be calculated by

Enc(x mod N,r mod N) =G
xrN mod N2 (5.4)

where Enc(·) is the Paillier encryption operation on two integers modulo N.
3. Decryption: Given a ciphertext c ∈ Z

∗
N2 , the corresponding plaintext can be

derived by

Dec(c) =
L(cκ mod N2)

L(Gκ mod N2)
mod N (5.5)

where Dec(·) denote the decryption operation.

In addition, Paillier cryptography system has a significant property which is
especially suitable for multi-parties private computing, since it enables the addition
and multiplication over the ciphertext.

Homomorphic: For any x1,x2,r1,r2 ∈ Z
∗
N , we have

Enc(x1,r1)Enc(x2,r2)≡ Enc(x1 + x2,r1r2) mod N2 (5.6)

Encx2(x1,r1)≡ Enc(x1x2,r
x2
1 ) mod N2 (5.7)

Self-blinding:

Enc(x1,r1)r
x2
2 mod N2 ≡ Enc(x1,r1r2) (5.8)

5.5 A Generic Privacy-Preserving Machine Learning
Framework

A machine learning scheme consists of two phases, i.e., training and classification.
In training phase, as shown in Fig. 5.2, the machine learning scheme first learns a
model w from the groundtruth data (or a data set of labeled samples and instances).
Then, the classification algorithm C classifies over the unseen (or abnormal) feature
vector x by using model w to output result or prediction C(x,w).

Usually, a powerful server, such as cloud server, performs the complicated or
time-consuming operations. Users input their data to the system and acquire some
specific learning results. Due to users’ privacy requirements, the feature vector x and
the model w should be kept secret during the machine learning. For example, in the
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Fig. 5.2 General privacy-preserving machine learning model (The red boxes include privacy-
sensitive data, and the white boxes are operations which should not learn any input or output in
plaintext)

hospital-centric e-healthcare system, the patients’ health conditions are measured,
collected and stored in a remote cloud server due to the large volume of the
patients and the related data. However, the cloud server may be untrusted. The
patients are not willing to disclose their information to other parties except doctors.
Therefore, privacy-preserving machine learning emerges to not only achieve the
data storage and processing functionalities but also guarantee users’ security and
privacy requirements.

5.5.1 Attacker Model

For a general privacy-preserving machine learning scheme, there are passive
attackers violating other users’ private information (e.g., the raw data, classifier,
temporary data, etc.). These attackers honestly follow the communication and
computing protocols, but are curious about privacy-sensitive data during machine
learning [20]. They try to learn as much private information as possible. Some of
this information is sent to attackers, such as cloud servers who help users to perform
the complicated operations.

5.5.2 Building Blocks

The generic privacy-preserving machine learning scheme can be achieved by
integrating several basic building blocks, such as comparison, argmax, dot product,
etc. In this subsection, we present these three building blocks. Three types of
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cryptograph systems are involved in the building blocks, i.e., Quadratic Residu-
osity (QR) system [24], Paillier cryptograph system [18] and fully homomorphic
encryption (FHE) [25, 26].

Let the plaintext space of QR be F2 (bits) and QE(x) be QR encryption of an
input bit x. Let the plaintext space of Paillier cryptograph system is ZN . Here, N = pq
is the public modulus where p and q are large primes. Denote PE(x) as the ciphertext
of an integer x under Paillier. For FHE, the plaintext space is F2. SKQ and PKQ are
secret and public keys for QR system. Similarly, SKP and PKP are Paillier system’s
secret and public keys.

(a) Privacy-preserving Comparison (PPC)

We consider the case that A compares two ciphertexts of integers x and y
encrypted by B’s public key. The bit length of x and y is l. A holds SKQ and PKP. B
holds SKP and PKQ.

A first computes

PE(a) =
PE(y) ·PE(l)

PE(x)
mod N2

and randomly selects r ∈ (0,2λ+l). Then, A computes

PE(θ) = PE(a) ·PE(r) mod N2

and sends PE(θ) to B. B first decrypts PE(θ) by using SKP.
Having random number r, A computes ω = r mod 2l. Meanwhile, B computes

η = θ mod 2l. Then, A and B privately compute QE(t′) such that t = 1 if η < ω
according to [27].

A encrypts rl into QE(rl) which is sent to B. Then, B encrypts θl and computes
QE(t) = QE(t′) ·QE(θl) ·QE(rl). QE(t) is sent to A. Finally, A decrypts t as the
comparison result.

The idea of this comparison algorithm is based on the most significant bit of
θ = y+2l − x indicates whether x � y.

(b) Privacy-preserving argmax (PPAM)

In this case, A wants to output the index of the largest value of x1, · · · ,xn which
are encrypted under B’s secret key. Privacy-preserving argmax algorithm aims to
achieve: (1) B can only learn the index of the largest value but learn nothing else.
B should not be able to learn the order relations between xi and xj. Similar to PPC,
A has SKQ and PKP, while B has SKP and PKQ. PPAM performs as the following
steps.

(1) A adopts a random permutation π to prevent B from learning the order of
{x1, · · · ,xn}. With π , PE(x′i) = PE(x′π(i)).

(2) A has PE(Max) = PE(xπ(1)).
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(3) Let m = 1. For i ∈ (2, · · · ,n), B runs PPC with the result bi in each iteration.
bi = 1 if Max � aπ(i); otherwise, bi = 0.

(4) In the i-th iteration, A selects two random numbers ri and si ∈ (0,2λ+l).
A computes PE(m′

i) = PE(Max) · PE(ri) and PE(a′i) = PE(aπ(i)) · PE(si).
Then, PE(m′

i) and PE(a′i) are sent to B.
(5) B determines if bi = 1 or not, and has

PE(vi) =

{
Refresh(PE(a′i)), if bi = 1;

Refresh(PE(m′
i)), otherwise.

Then, B sends PE(vi) and PE(bi) to A.
(6) A computes

PE(Max) = PE(vi) · (g−1 ·PE(bi))
ri ·PE(bi)

−si .

In plaintext, it indicates Max = vi +(bi −1)ri −biti.
(7) After n iterations, B sends m to A. Finally, A has the result π−1(m).

Note that in each iteration, B can randomize the encryption after determining the
maximum of the compared two values. In [20], a “refresh” algorithm is proposed to
randomize Paillier ciphertexts. If the “refresher” knows the secret key, it decrypt the
ciphertext and re-encrypts it; otherwise, it multiplies a ciphertext of 0.

(c) Privacy-preserving Dot Product (PPDP)

In MHNs, the measured health data are usually compared with samples or health
database to evaluate if any potential disease on users or patients. It is necessary to
enable privacy-preserving dot product over encrypted data. With the homomorphic
properties of Paillier cryptograph system, it is feasible to achieve this goal.

When A has a vector x = (x1, · · · ,xl) and B has a vector y = (y1, · · · ,yl) where
xi,yi ∈ Z, i ∈ (1, · · · , l). In addition, A has PKP and B has SKP. The detailed steps of
PPDP are as follows.

(1) B first encrypts y into ciphertexts as PE(y1), · · · ,PE(yl) which are sent to A.

(2) A computes PE(v) =
l

∏
i=1

PE(yi)
xi mod N2 after receiving ciphertexts from B.

PPC, PPAM and PPDP algorithms are all secure under honest-but-curious model
if Quadratic Residuosity cryptograph system and Paillier cryptograph system are
semantically secure.

In summary, privacy-preserving classifiers can be performed with the provided
building blocks. The security of these Privacy-preserving classifications holds as the
building blocks are secure under honest-but-curious model.
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5.6 Patient-Centric Clinical Decision Support System

In this section, we present an MHN application, i.e., patient-centric clinical decision
support system. It utilizes naive Bayesian classifier to make clinical decision in
a real-time manner, which improves the diagnosis accuracy and reduces patients’
waiting time.

5.6.1 System Model

In this system, there are six entities, i.e., trusted authority (TA), data owners, cloud
server (CS), health data center (HDC), data processing center (DPC) and data
requestor (DR) as shown in Fig. 5.3.

Cloud

Hospital Doctors Family Members Fitness and
Social Network

Business and
Insurance

Data Owner (Measuring
the health condi�on)

Data Requestor

Health Data
Center

Data Processing
Center

Health
Result

Trusted Authority
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Classifiers

Health
Data

Historical
Health Data

Health
Result

Health
Result

Health
Result

Fig. 5.3 System model of patient-centric clinic decision support system
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• Trusted Authority (TA) can bootstrap the system and generates secret key
materials to all the legal entities. When a user or entity behaves maliciously,
the TA revokes their identities and updates the revocation list.

• Data Owner can be patients or users who measure their physiology parameters
via e-healthcare system. Users encrypt and send the measured health related
information to the cloud server. A user ui first registers to the TA for identity
and secret key materials.

• Cloud Server (CS) is an untrusted entity in the system. The CS has powerful
computational and storage capabilities. CS can perform the complicated and
time-consuming operations over health data to release the burden from data
owners.

• Health Data Center (HDC) stores all the historical health data from users or
hospitals. HDC can provide these data in ciphertext for training.

• Data Processing Center (DPC) can be data analytic agent or company who
receives outsourced professional health data processing requests. The data shared
to the data processing center is in ciphertext, while the classifiers from data
processing center are also protected from leaking to other parties.

• Data Requestor (DR) includes a wide range of third parties, e.g., hospital,
doctors, users’ family members of patients and insurance company. The DR
sends data requests to the CS with different purposes. For example, doctors may
acquire real-time health condition of his patients, while insurance company wants
to know if a customer has some certain phenomena.

The work flow of this patient-centric clinic decision support system is as
follows.

• Health Data Measurement: In this phase, data owners utilize on-body sensors and
wearable devices to measure their physiology parameters, such as temperature,
heart rate, ECG, etc. Since these health data are highly privacy-sensitive to the
data owners, it is necessary to encrypt the measured data to ciphertext. Then, the
encrypted data are sent to the CS.

• Health Evaluation Request: Different users may have different requests with
various purposes. For example, the hospital and doctors may need the continuous
and real-time health condition from patients (a type of data owners) for analysis
and diagnosis. Patient and his family members may want the diagnosis report
instead of the complicated health parameters. For fitness club members, only
the comparison of several social friends’ results is required. For business use, a
health insurance company may want the prediction on the measured results.

• Health Data Processing: The CS performs the operations as follows: (1) train
the historical data from the HDC with the model or classifier from the DPC;
(2) classify the new measured health data from data owners based on the model
and classifier; (3) distribute the desired results to different data requestors.
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5.6.2 Attacker Model and Design Goals

In the attacker model, we define DPC, DR, CS can honestly follow the protocols but
are curious about other entities’ data (honest-but-curious).

We identify the design goals in terms of computational efficiency and security.
The goal is to achieve the secure classification over encrypted health data and
distribute diverse data processing results to different requestors without privacy
leakage. Data owner’s health data should be protected from disclosing to other
unauthorized entities. Historical data should also be protected during the training
and other operations by other entities. The HDC’s processing components, such as
classifier, should be protected from studying by other untrusted entities. DR’s results
should be invisible to other data requestors and untrusted entities in the system.

5.6.3 Privacy-Preserving Clinic Decision Support System

In [16], a novel privacy-preserving clinic decision support system (PPCD) is pro-
posed to achieve privacy-preserving machine learning [28] in e-healthcare system.
The PPCD can predict patients’ disease risk with three components: (a) privacy-
preserving health data training for naive Bayesian classifier, (b) privacy-preserving
disease evaluation, and (c) privacy-preserving retrieval of top-k diagnosed results.

(a) Privacy-preserving Health Data Training for Naive Bayesian Classifier

The goal of the first component is to acquire the historical health data from HDC
and enable DPC to train naive Bayesian classifier. First, these data are sent to CS.
Then, CS aggregates and sends data to DPC for training.

(1) Key Generation: TA runs the key generation algorithm to generate public and
private keys for HDC and DPC. TA first chooses two cyclic group G1 and G2,
where N is the prime order and g is the generator of G1. HDC i selects random
numbers ai,1 and ai,2 ∈ ZN . HDC i ’s public key is PKi = {e(g,g)ai,1 ,gai,2}
and secret key is SKi = {ai,1,ai,2}. Similarly, DPC’s public key is PKDPC =
{e(g,g)p1 ,gp2} and secret key is SKDPC = {p1,p2}.

(2) Re-key Generation: TA generates the re-encryption key, which is derived from
HDC i’s secret key ai, DPC’s public key gp2 and a random number r′i ∈ ZN .

SKi→DPC = (gp2)ai,1gr′i . In addition, another secret key S = e(g,g)∑rir
′
ip

−1
2 .

(3) Encryption: HDC i encrypts the data x(i) ∈ ZN by using PKai . The ciphertext

is EncPKi(x
(i)) = {Ci,1,Ci,2}, where Ci,1 = gri and Ci,2 = e(g,g)x(i) ·e(g,g)ai,1ri .

Here, ri ∈ ZN .
(4) Decryption: HDC decrypts EncPKi(x

(i)) by

Ci,1

e(g,Ci,1)
ai,1

=
e(g,g)x(i) · e(g,g)ai,1ri

e(g,gri)ai,1

= e(g,g)x(i) .

(5.9)
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As x(i) is considered as a small number in a finite set, HDC can compute

discrete logarithm of e(g,g)x(i) and obtain x(i) [22, 29].
(5) Re-encryption with aggregation: CS re-encrypts and aggregates the data x(i).

First, EncPKi(x
(i)) is re-encrypted into DPC’s domain by using SKi→DPC. The

re-encrypted ciphertext is

EncPKDPC(x
(i)) = {Di,1,Di,2}

= {e(g,g)ai,1p2ri · e(g,g)r′iri ,e(g,g)x(i) · e(g,g)ai,1ri}.
(5.10)

Here,

Di,1 = e(SKi→DPC,C1)

= e(gai,1p2gr′i ,gri)

= e(g,g)ai,1p2ri · e(g,g)r′iri .

(5.11)

Then, CS aggregates the l ciphertexts as Cagg = {C′
1,C

′
2} , where

C′
1 =

l

∏
i=1

Di,1 = e(g,g)p2 ∑l
i=1 ai,1ri · e(g,g)∑l

i=1 r′iri

and

C′
2 =

l

∏
i=1

Di,2 = e(g,g)∑l
i=1 x(i) · e(g,g)∑l

i=1 ai,1ri .

Note that l is the number of HDCs, and i ∈ {1, · · · , l}. This re-encryption and
aggregation algorithm is named ReAgg.

(6) Re-decryption: DPC decrypts the aggregated ciphertext Cagg with SKDPC as

C′
2 ·S · (C′)

− 1
p2

1 =
e(g,g)

l
∑

i=1
x(i) · e(g,g)∑ai,1ri · e(g,g)∑rir

′
ip

−1
2

e(g,g)∑ai,1ri · e(g,g)∑rir′ip
−1
2

= e(g,g)

l
∑

i=1
x(i)

.

(5.12)

l
∑

i=1
x(i) is computed with discrete logarithm since it is a small number in a

finite set.

Now, we present how to train naive Bayesian classifier with privacy preservation.
Xi = {Xi,1, · · · ,Xi,m} denotes data owner (e.g., patient, user) i’s symptom vector,
and Yi = {Yi,1, · · · ,Yi,n} denotes i’s disease vector. m and n are the number of
symptom categories and the number of disease categories. Xi,j = 1 if i has the j-th
symptom; Xi,j = 0 otherwise. Similarly, Yi,j = 1 if i has the j-th disease; Xi,j = 0.
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HDC t encrypts the historical symptom data EncPKt(Xi,j) and the corresponding
disease data EncPKt(Yi,j) with his public key PKt. These ciphertexts are sent to CS
for storage. Then, CS re-encrypts the ciphertexts EncPKt(Xi,j) and EncPKt(Yi,j) from
HDC’s domain to DPC’s domain, i.e., EncPKDPC(Xi,j) and EncPKDPC(Yi,j). CS also
aggregates the symptom vector

EncPKt(Xi) = (EncPKt(X1,i), · · · ,EncPKt(X1,m))

into another encrypted vector

EncPKt(X
′
i) = (EncPKt(X

′
i,1), · · · ,EncPKt(X

′
i,m))

where

EncPKt(X
′
j) = ReAgg(EncPKt(X1,j), · · · ,EncPKt(Xm,j)).

Note that l is the number of historical health data from HDC. Similarly, CS
aggregates the disease vector

EncPKt(Yi) = (EncPKt(Y1,i), · · · ,EncPKt(Y1,n))

into another encrypted vector

EncPKt(Y
′
i) = (EncPKt(Y

′
i,1), · · · ,EncPKt(Y

′
i,n))

where

EncPKt(Y
′
j ) = ReAgg(EncPKt(Y1,j), · · · ,EncPKt(Yn,j)).

The aggregated data are sent to DPC. DPC uses his secret key SKDPC to decrypt
these ciphertexts and have the vectors.

Then, DPC computes

Prob(Aj = 1|Ct = 1) =
X′

j

Y ′
t
,

Prob(Aj = 1|Ct = 0) =
X′

j

l−Y ′
t
,

Prob(Ct = 1) =
Y ′

t

l
,

Prob(Ct = 0) =
l−Y ′

t

l
,

Prob(Aj = 0|Ct = 1) = 1−Prob(Aj = 1|Ct = 1),

Prob(Aj = 0|Ct = 0) = 1−Prob(Aj = 1|Ct = 0).

Prob(Aj|Ct) where j = 1, · · · ,m and t = 1, · · · ,n can be used to classify symptom
and disease.
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However, these probabilities cannot be directly encrypted since the above crypto-
graph scheme can only encrypt integers. Before encryption, the probabilities should
be expanded to integers as Prob(Aj) = 
Prob(Aj) · I�, where I is the expansion
factor. Usually, I can be 100, 1000, etc.

(b) Privacy-preserving Disease Evaluation

When a user or patient (i.e., data owner) measures his health information
via wearable devices, the measured data can be sent via MHNs which provides
diagnosis results. User u has m symptoms X1, · · · ,Xm which are encrypted as
EncPKu(X1), · · · ,EncPKu(Xm). These ciphertexts are sent to DPC. Since DPC does
not have u’s secret key, DPC cannot directly decrypt u’s symptom from ciphertexts.
According to Bayes theory [30], DPC can compute the user’s probabilities of
disease. For a disease t, DPC computes

EncPKu(Prob(Aj = Xj|Ct = 1))

=EncPKu(XjProb(Aj = |Ct = 1)+(1−Xj)Prob(Aj = 0|Ct = 1))

=EncPKu(Xj)
Prob(Aj=|Ct=1) ·EncPKu(1−Xj)

Prob(Aj=0|Ct=1).

Similarly, DPC can compute EncPKu(Prob(Aj = Xj|Ct = 0)) and aggregate

Kt,1 = EncPKu(
m

∏
j=1

Prob(Aj = Xj|Ct = 1) ·Prob(Ct = 1)).

Let

Ht,1 =
m

∏
j=1

Prob(Aj = Xj|Ct = 1) ·Prob(Ct = 1),

we have Kt,1 =EncPKu(Ht,1). Then, DPC encrypts disease name DNt with u’s public
key and outputs the ciphertext DSt,1 = EncPKu(DNt). Similarly, DPC computes Kt,0

and DSt,0. We have

Kt,0 = EncPKu(Ht,0) = EncPKu(
n

∏
j=1

Prob(Aj = Xj|Ct = 0) ·Prob(Ct = 0)),

DSt,0 = EncPKu(DNt,0).

Here, DNt,0 = 0.
If an attacker knows the order of disease, it is possible to violate user’s privacy.

To address this issue, in [16], a permutation of all the ciphertexts is proposed. In
specific, DPC first randomly permutes Kt,π1(e) and DSt,π1(e) where e ∈ {0,1}. with
the permutation π1. With another permutation π0, DPC permutes Kπ0(t),π1(e) and
DSπ0(t),π1(e) where e ∈ {0,1} and t ∈ {1, · · · ,n}. Then, π0(t) and π1(e) are securely
stored by CS.
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(c) Privacy-preserving Top-k Diagnosis

In this phase, the goal is to retrieve the top-k diagnosis results based on the
evaluation. Let Pa = EncPKu(DNa,1) if Ha,1 � Ha,0; Pa = EncPKu(DNa,0) where
a = π0(t). Then, CS selects P′

1, · · · ,P′
k from P1, · · · ,Pn where H′

1, · · · ,H′
k are top-

k probabilities of H1, · · · ,Hn. As discussed before, a variant of privacy-preserving
argmax scheme can achieve this goal.

In summary, the clinic decision support system can perform health data classifi-
cation over the encrypted data and preserve privacy of each entity in MHNs.

5.7 Summary

In this chapter, we have investigated privacy-preserving health data processing
schemes. We have introduced several basic classification schemes and homomor-
phic encryptions as preliminaries. Then, we have presented the integration of
classification schemes and secure computation blocks. Finally, we have discussed
an application of clinic decision support system with privacy preservation.
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Chapter 6
Access Control for MHN

In this chapter, we present access control schemes in MHNs. We mainly introduce
several promising attribute based access control schemes, associated with some
basic attribute-based encryption schemes such as CP-ABE, KP-ABE and multi-
authority ABE.

6.1 Introduction

MHNs offer diverse applications for users and data requestors for healthcare and
other services, such as health information sharing and exchanging. Among these
applications, MHNs allow a data owner (e.g., patient, user) to create, manage, and
control his personal health-related data in a cloud server. Other data requestors can
access these health data in an owner-defined way from anywhere and at any time.
Meanwhile, data owners have the full control of their remotely stored health data
which can be efficiently shared and accessed by authorized entities. For example,
the patient’s heart rate and blood pressure are continuously measured by wearable
devices and sent to the cloud server to release the local storage burden. This patient
should be able to define the health data access policy which enables other entities to
access his data. A neurologist can access the patient’s data efficiently to observe the
patient’s real-time condition. An insurance company representative should not be
able to access these real-time health data as shown in Fig. 6.1. Therefore, the health
data access policy of MHNs should be defined and used to authenticate the user’s
identity and authorized access.

Some traditional cryptograph schemes, such as Identity Based Access Control
(IBAC) and Role Based Access Control (RBAC) can guarantee the basic access
control requirements [1]. IBAC adopts users’ identities as a foundation for access
control. The cloud server maintains a so-called Access Control Lists (ACLs), which

© Springer International Publishing Switzerland 2015
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Fig. 6.1 Access control in MHNs. (a) Access control of insurance company staff. (b) Access
control of doctor

include data and provide a list of data requestors with various access rights to the
data. It is difficult to maintain such an ACL in a long period as user’s access policy
may change with the time. For example, when a patient changes hospital, the access
policy should be re-defined since the identities are all changed. It is possible to
address this issue by using RBAC, where a role represents a bundle of privileges.
In RBAC, data requestors are assigned with different roles, such as family doctors,
neurologist, insurance company, which authorize privileges of access to the certain
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data from data owners. For example, a new doctor only needs to be assigned with
the role of “doctor” to obtain the access authorization to the health data from data
owners. However, RBAC requires deliberate design and has drawbacks if entities’
roles change. For example, when new data come into the cloud server, new access
roles should be defined.

Attribute-Based Encryption (ABE) scheme is a promising tool to support user-
defined access control in MHNs [2–4]. ABE is first proposed introduced by Sahai
and Waters [5] in 2005. It is a cryptographic primitive with the PKE where the
messages can be encrypted and decrypted based on the basis of users’ attributes.
A certain ciphertext can be decrypted if and only if the attributes and the decryption
keys are matched. ABE schemes can allow users to selectively share the encrypted
data and also be extended to provide a fine-grained access [6, 7]. Therefore,
Attribute-Based Access Control (ABAC) emerges as such an efficient access control
strategy where the access control decisions are based on the attributes of principals
and resources.

In this chapter, we investigate ABAC for MHNs. We first present ABE, which is
the preliminary of ABAC. We present some typical ABE schemes, such as CP-ABE,
KP-ABE and multi-authority based ABE. We also provide some emerging ABAC
schemes for health data access control in MHNs.

The remainders of this chapter are organized as follows. Section 6.2 introduces
several typical ABE schemes, i.e., CP-ABE, KP-ABE, and multi-authority based
ABE. In Sect. 6.3, we present ABAC for MHNs and review some promising
access control solutions for e-healthcare system and MHN applications. Finally, we
conclude this chapter in Sect. 6.4.

6.2 Preliminaries

A typical implementation method of ABAC is to use ABE techniques. We present
several important ABE techniques in the following sections, i.e., CP-ABE, KP-ABE
and multi-authority based ABE.

6.2.1 System Model and Attacker Model

In Fig. 6.2, the ABE system consists of a trusted authority (TA), cloud server, data
owners and data requestors.

TA is a global trusted authority, initializing the system and assigning key
materials for users. Then, TA is not involved in the attribute management and policy
making phases. Each data owner packs his health data according to the defined
attributes. Then, data owners define their access policy and produce access tree
structure for ABE. Data are finally sent to the cloud server in ciphertext. The cloud
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Fig. 6.2 ABE system model

server helps data owner to control the access from data requestors. Data requestors
with a set of attributes can receive their secret keys used to decrypt the ciphertext
from the cloud server.

In the ABE system, TA is fully trusted without any collusion with other entities.
The cloud server is honest-but-curious about the content of the ciphertext. It can
honestly follow the protocols. Data owners and requestors may be interested in other
entities’ attributes and perform collusion with each other.

6.2.2 CP-ABE Implementation

Ciphertext Policy Attribute-Based Encryption (CP-ABE) [8] allows a message
encrypted under a user defined access policy. Data owner’s secret keys are associated
with a set of defined attributes. As shown in Fig. 6.3, CP-ABE reverses the role of
encryption and key derivation. The encrypted ciphertext is associated with a user-
defined access structure T which is constructed using a certain access policy. If the
decryption users can satisfy the access structure defined by data owner, they can
successfully decrypt the message.

CP-ABE relies on a user defined access structure. Formally speaking, let
{P1, · · · ,Pn} be a set of parties. A collection A ⊆ 2{P1,··· ,Pn} is monotone if ∀ B,C
follow that if B ⊆ C and B ∈ A then C ∈ A. A (monotone) access structure is a
(monotone) collection A of non-empty subsets of {P1, · · · ,Pn}. A⊆ 2{P1,··· ,Pn}\{ø}.
The sets in A are authorized sets, while the ones outside A are unauthorized sets.

A preliminary of CP-ABE is an access tree T (with the root r) where each non-
leaf node represents a threshold gate. It is described by its children and a threshold
value. Let Nx be the number of children of a node x and kx be the threshold value.
0 � kx � Nx. The threshold gate is the OR gate if kx = 1; it is the AND gate if
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Fig. 6.3 CP-ABE implementation

kx = Nx. Every leaf node y represents an attribute and the threshold ky = 1. Denote
a function parent(x) as the parent of node x. att(x) denotes the attribute associated
with the leaf node x only if x is a leaf node. T defines an ordering between the
children of every node where the children of a node are numbered from 1 to num.
Another function index(x) outputs a number associated with the node x. This unique
index value is randomly assigned to each node for a given key. In addition, denote
Tx as the sub-tree of T rooted at node x. T=Tr. Tx(γ) = 1 when a set of attributes γ
satisfy the access tree Tx. Tx(γ) can be recursively calculated in the following steps.
If x is a non-leaf node, Tch(γ) is computed for all children ch of x. Tx(γ) = 1 when
at least kx children output 1. When x is a leaf node, Tx(γ) = 1 if att(x) ∈ γ .

The lagrange coefficient is also adopted in CP-ABE. It is defined as �i,S where
i ∈ Zq and S is a set of elements in Zq.

�i,S(x) = ∏
j∈S,j �=i

x− j
i− j

.

A CP-ABE scheme consists of four algorithms, i.e., SetUp, Encryption, KeyGen,
Decryption. Let G1 and G2 be two multiplicative cyclic groups with the same
prime order p, and g is the generator of G1. Let e be a bilinear pairing, where
e: G1 ×G1 →G2 [9] between G1 and G2 exists under two conditions: (1) for any
random numbers a,b ∈ Zq, e(ga,gb) = e(g,g)ab; (2) e(P,P) �= 1.

The SetUp algorithm takes as input a security parameter κ , two random numbers
α,β ∈ Zq. H : {0,1}∗ → G1 is a cryptographic hash function. It outputs the public
key as

PK = (G1,g,h = gβ ,e(g,g)α ,H)

where the master key MK = (β ,gα).
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Encryption(PK,m,T) encrypts message m under the access structure T. It first
selects a polynomial qx for each (non-leaf and leaf) node x in T. The polynomial
is selected in a top-down manner. It starts from the root node r. The degree dx

of polynomial qx representing node x in the tree is kx − 1. For root node r, the
encryption algorithm selects a random number s ∈ Zq and sets qr(0) = s. Then, it
randomly selects dr other points of the polynomial qr. For every other node x, it sets
qx(0) = qparent(x)(index(x)). Then, it randomly selects dx other points to define qx.

Denote Y as the set of leaf nodes in T. The ciphertext is generated with the given
access tree T as

CT = (T, C̃ = m · e(g,g)αs,C = hs,∀y ∈ Y : Cy = gqy(0),C
′
y = H(att(y))qy0)

KeyGen(MK,S) takes as input a set of attributes S and outputs a key identifying
with this attribute set. It first selects a random number t ∈ Zq and other random
number tj ∈ Zq for every attribute j ∈ S. The key is

SK = (D = g
α+γ

β ,∀j ∈ S : Dj = gt ·H(j)tj and D′
j = gtj).

Decryption(SK,CT) includes a recursive algorithm DecNode(SK,CT,x)
which takes as input a secret key SK associated with a set of attributes S, the
ciphertext CT = (T, C̃,C,∀y ∈ Y : Cy,C′

y), and a node x in the access tree T.
When x is a leaf node, i = att(x). If i ∈ S,

DecNode(SK,CT,x) =
e(Di,Cx)

e(D′
i,C

′
x)

=
e(gt ·H(i)ti ,gqx(0))

e(gti ,H(i)qx0)

= e(g,g)t·qx(0).

If i /∈ S, DecNode(SK,CT,x) =⊥.
When x is a non-leaf node, DecNode(SK,CT,x) is run by all node ch that are

children of x, and outputs Fch. Let Sx be an arbitrary kx-sized set of children ch such

that Fch �= ⊥. If there exists such a set, Fx = ∏
ch∈Sx

F
�i,S′x(0)
ch where i = index(x) and

S′x = {index(ch) for z ∈ Sx}.

Fx = ∏
ch∈Sx

(
e(g,g)t·qch(0)

)�i,S′x(0)

= ∏
ch∈Sx

(
e(g,g)t·qparent(ch)(index(ch))

)�i,S′x(0)

= ∏
ch∈Sx

e(g,g)t·qx(i)·�i,S′x(0)

= e(g,g)t·qx(0).

Fx is the output. If no such a set exists, this node does not satisfy and outputs ⊥.
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Decryption(SK,CT) calls DecNode(SK,CT,x) starting from the root node r
in the tree T. If the tree is satisfied by S,

A = DecNode(SK,CT,r)

= e(g,g)t·qr(0)

= e(g,g)t·s.

Finally, the message m can be decrypted by computing

C̃
e(C,D)/A

=
m · e(g,g)αs · e(g,g)ts

e(hs,g
α+γ

β )
= m.

The security of CP-ABE is guaranteed based on Decisional Bilinear Diffie-
Hellman (DBDH) assumption and Decisional Modified Bilinear Diffie-Hellman
(DMBDH) assumption.

Definition 1 (Decisional Bilinear Diffie-Hellman (DBDH) Assumption).
Suppose a challenger randomly selects a,b,c,z ∈ Zq. The DBDH assumption is
that no polynomial-time adversary is able to distinguish (A = ga,B = gb,C =
gc,Z = e(g,g)abc) from (A = ga,B = gb,C = gc,Z = e(g,g)z) with more than a
negligible advantage.

Definition 2 (Decisional Modified Bilinear Diffie-Hellman (DMBDH)
Assumption). Suppose a challenger randomly selects a,b,c,z ∈ Zq. The DMBDH
assumption is that no polynomial-time adversary is able to distinguish (A = ga,B =

gb,C = gc,Z = e(g,g)
ab
c ) from (A = ga,B = gb,C = gc,Z = e(g,g)z) with more

than a negligible advantage.

In addition, Zhou et al. [10] improve CP-ABE with a constant-size ciphertext
which significantly reduces the overhead of encryption and decryption of CP-ABE.
Besides the encrypted message and access structure in ciphertext, a ciphertext
only requires 2 bilinear group elements. However, CP-ABE is limited in terms of
specifying the access policies and management of the user attributes [11].

6.2.3 KP-ABE Implementation

To achieve fine-grained access control, the access structure should be specified in
the secret key, and the ciphertexts are labeled associated with a set of descriptive
attributes. Goyal et al. [6] propose Key Policy Attribute-Based Encryption (KP-
ABE) to implement fine-grained access control. Different from CP-ABE, KP-ABE
includes the access policies associated with the secret keys where the ciphertext is
labeled by a set of descriptive attributes. The ciphertext can only be decrypted if the
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Fig. 6.4 KP-ABE

data attributes satisfy the certain access structure defined by users (i.e., data owners).
However, the KP-ABE has limited capabilities to allow the encryptor to determine
the decryptor of the ciphertext [6].

Figure 6.4 shows a KP-ABE scheme. The data owner encrypts a message by
using a set of attributes. He also defines an access structure, which is a threshold tree
of the policy enforced by the data owner. The decryption users first check if their
attributes satisfy the access structure defined by the data owner. If so, this decryption
user is able to derive the decryption key and recover the message. Otherwise, the
decryption key cannot be derived without a satisfied attribute structure. Therefore,
the key idea of KP-ABE is that the decryption key is associated with the access
structure defined by data owners. Similar to CP-ABE, the security of KP-ABE also
replies on DBDH assumption and DMBDH assumption [5].

6.2.4 Multi-authority ABE

In the traditional single authority ABE system, users have to register to a trusted
authority and prove their own identities for secret key that helps users to decrypt
messages. It is also essential for the individual user to prove that he has a certain
set of valid attributes, which allow him to receive secret keys corresponding to each
possessed attributes. In such a case, a trusted authority monitoring all attributes
should exist in the ABE system. However, it is necessary to have multiple authorities
operating simultaneously each of which generates a different set of attributes.
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Multi-Authority Attribute-Based Encryption (MA-ABE) allows multiple trusted
authorities to collectively generate user’s keys. These trusted authorities are respon-
sible to manage the subsets of the attributes of data owners. The data requestor can
obtain a part of the secret key from each trusted authority, which can resist collusion
attacks [12, 13].

6.3 Attribute Based Access Control

ABAC is contrasted with the sophisticated IBAC and RBAC. ABAC allows the
decryption keys to be directly derived from the attributes of data requestors by
using the data owner defined access policy. For example, the health data that can be
accessible to doctors are marked as such by indicating that it is available to the data
requestors that have the doctor attribute. A boolean gate on the attributes, such as
“Neurologist” OR (“Doctor” AND “Hospital”) can be used to represent the access
policy. Note that the attributes are boolean variables indicating whether a user has
that attribute or not. In addition, fine-grained attributes (assigned in hierarchical
attribute spaces) is necessary in the complicated access policy of MHNs. The user-
centric access policies can be achieved by using non-trivial integration of multiple
attributes. ABAC can be also effectively combined with IBAC and RBAC in various
ways, such as using attributes to populate an ACL or assign a role.

Besides the general access control policies, it is also critical to ensure the
fine-grained access in accordance to users’ attributes. In MHNs, the dynamic
access management is necessary to address the issue of users’ attribute changing,
revocation [14], new user’s participation, etc. In addition, the overheads for different
access levels should be balanced to release the computation burden for users. In
terms of performance, ABE schemes usually consumes a lot of overhead during the
decryption phase since it takes some bilinear computation steps [15].

To achieve fine-grained access, confidentiality and scalability of the encrypted
health data [16], the encrypted data from a data owner are shared with multiple users
by distributing the keys. Data owners should be able to delegate the computational
tasks to the untrusted cloud server, where the attribute based access policy is
enforced. This scheme also achieves the accountability of the users’ secret keys. The
re-encryption of health data and update of the secrete keys are also delegated to the
cloud server. To reduce the heavy computation overheads caused by re-encryption
of data and update of secret key, re-encryption techniques are integrated with the
KP-ABE technique. It is necessary to restrict the revoked users from learning the
updated data and keys if the data are modified after user revocation.

In the recent decade, many research efforts have been put to access control
for e-healthcare system and MHN applications. Ruj et al. [17] propose an ABAC
scheme to achieve anonymity [18] of the data owners. Even though the data owner’s
identity is hidden, his credentials are still able to be verified. This scheme can resist
the replay attacks and accomplish the distribution of the keys in a decentralized
pattern. In [19], Hupperich et al. adopt ABE to achieve the confidentiality of the
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health data. ABE and PKE are integrated for scalable authorization secret keys.
Each patient has a smart card associated with a secret PIN, which can be used for
the authentication and authorization by using PKE. The patient is provided with a
so-called “Transaction Access Code” (TAC) that may be sent to a physician via a
smartphone or through any other channel. The physician in turn creates the patient’s
health data. After the TAC is verified, the health data are encrypted and sent to the
cloud server for storage. The decryption requires the data requestors to obtain the
TAC and acquire authentication from a Private Key Generator.

Broadcast ciphertext-policy Attribute-Based Encryption (bABE) is an effec-
tive scheme to directly revoke the user’s keys without either refreshing system
parameters or data re-encryption. Although the bABE achieves the health data
confidentiality, it also causes an increasing computational overheads in enforcing
the access policies. In [20], Nararyan et al. propose another ABAC platform for
e-healthcare system where the patients encrypt their health data by using bABE.
The health data are accessible to the users satisfying the access policy associated
with the ciphertext, with an additional functionality, i.e., user revocation. This
platform addresses the key management problem through the users’ attributes for
data encryption and allowing every user to have only one secret key for the attribute
set. It also enables privacy-preserving keyword search over the encrypted health data
without disclosing the partial matches or keywords to the untrusted cloud server.
Furthermore, the platform permits the healthcare service providers (e.g., hospitals)
to perform keyword-based search on the patients’ health data. The keyword search
is achieved by integrating the bABE and the Public-Key Encryption with Keyword
Search (PEKS) [21].

Li et al. [22] propose an ABAC scheme for health data with multi-owner
in the multi-authority and multi-user cloud environment. As the data owners
can determine their preferences and generate the decryption keys by using the
MA-ABE, the decryption keys can be subsequently distributed to the authorized
data requestors. Moreover, each authority manages the attributes in a distributed
pattern. To reduce the complexity of key distribution, this scheme [22] consists
of several security domains. Each security domain is responsible to manage a set
with only limited number of users. It is flexible and can support on-demand and
efficient revocation of the user’s access privileges. However, the it suffers from the
excessive computational overhead at the data owner side. To improve the efficiency,
Li et al. [23] propose a secure health data sharing framework with multi-owners,
which is similar to [22]. The ABE is also adopted to encrypt the data owner’s
health data. This scheme reduces the costs of key management for data requestors
and data owners, and preserves their private attribute from disclosing. It also
achieves efficient management and on-demand user/attribute revocation. Although it
enhances the scalability of the ABAC in MHNs, the efficiency is still a big challenge
when dealing with the situations where data access privileges are granted according
to the users’ identities other than attributes.

In addition, Jung et al. [24] propose a semi-anonymous privilege control (Anony-
Control) scheme to achieve data privacy and user identity privacy. To protect the
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identity leakage, AnonyControl decentralizes the traditional central authority and
achieves semi-anonymity. Furthermore, AnonyControl can generalize data access
control to the privilege control, where the privileges of all operations on the cloud
data can be fine-grained controlled. Finally, an enhanced fully prevents the identity
leakage and achieve the full anonymity. To grant access to the health data according
to access privileges, an efficient and secure patient-centric access control (ESPAC)
scheme is proposed for the cloud storage by using CP-ABE [25]. The ESPAC
utilizes IBE for secure health data transmission between the cloud server and
remote patients. The functionality of access control is implemented with CP-ABE.
The ESPAC scheme is also able to resist the DoS attacks in a dual server mode.
However, it still faces the access flexibility and dynamicity, which results in an
inefficient health data transmission to the hospital servers. Alshehri et al. [26] also
utilize CP-ABE to encrypt the health data based on the healthcare service providers’
credentials and attributes in the cloud environment with multiple data owners. The
healthcare service providers share one public key for the health data encryption
to reduce the public key distribution and management overheads. Akinyele et al.
[27] achieve a flexible secure encryption of patient’s health data when health
data are transmitted outside the trust boundaries of the healthcare organization,
i.e., hospitals. A so-called policy engine produces diverse access policies over
these health data according to the user types, such as patient, doctor, physician
and insurance company agent. Furthermore, the policy engine identifies a set of
attributes including patient age, record type and date/time to encrypt the data by
using CP-ABE.

Although ABAC is widely applied in cloud storage system and healthcare
system, it still faces challenges when developing MHNs. The high computational
overheads of ABAC, especially during revocation, hinder the flourish of ABAC in
MHNs.

6.4 Summary

In this chapter, we have investigated access control in MHNs, especially attribute
based access control. We have reviewed the basic ABE schemes, i.e., CP-ABE,
KP-ABE and multi-authority ABE. With these preliminaries, we have also presented
some ABAC schemes in MHNs and health-related applications.
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Chapter 7
Summary and Future Research Directions

In this chapter, we summarize the highlights of the monograph and discuss several
potential research topics for future work.

7.1 Summary

In this monograph, we have investigated security and privacy for MHNs. Based on
the analysis and discussion provided throughout this monograph, we present the
following highlights.

• We have introduced the MHN architecture and general applications. We have also
provided general security and privacy requirements for MHNs. In addition, we
have presented some emerging MHN applications associated with the challeng-
ing security and privacy issues, i.e., secure health data collection, misbehaviors
during health information sharing, privacy leakage with health data processing
and access control.

• To guarantee secure health collection in MHNs, we have proposed a privacy-
preserving health data aggregation scheme which utilizes the fixed social spots
and the social tie between users and social spots to select the optimal relay.
With different health data priorities, the forwarding strategies are adjustable
and the corresponding delay requirements can be satisfied with the minimum
communication overheads. The security analysis demonstrates that the PHDA
can preserve identity and data privacy, while it also resists the forgery attack
from inside malicious users and outside attackers. The performance evaluation
shows that the PHDA satisfies the delay and delivery ratio requirements for the
health data with different priorities, and reduces the communication overheads at
the same time.
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• To resist misbehaviors in health data sharing, we have proposed a social-based
mobile Sybil detection scheme to detect four levels of Sybil attackers with
different attacking capabilities. We have investigated mobile user’s pseudonym
changing behaviors compared with that performed by Sybil attackers, and
utilized contact statistics as the criteria of pseudonym changing for mobile Sybil
detection. The security analysis demonstrates that the SMSD can resist four
levels of Sybil attackers, while the extensive trace based simulation can validate
the detection accuracy of the SMSD. The proposed SMSD scheme is a new
paradigm in mobile environments, taking the advantages of powerful storage and
computing capabilities in the cloud server, and initiates the trend to distinguish
Sybil attackers via mobile user’s contacts and pseudonym changing. The semi-
supervised learning with HMM can offer accurate detection with reasonable
training overhead.

• To prevent user’s privacy leakage during health data analysis, we have investi-
gated privacy-preserving health data processing schemes. With the basic clas-
sification models and homomorphic encryption techniques as preliminaries, we
have provided the integration of classification schemes and privacy-preserving
computation blocks. We have also presented an MHN application, i.e., patient-
centric clinic decision support system with privacy preservation.

• To achieve access control in MHNs, we have investigated access control schemes,
especially attribute based access control. We have introduced the basic ABE
schemes, including CP-ABE, KP-ABE, and multi-authority ABE. We have
also presented some access control schemes in e-healthcare systems and MHN
applications.

7.2 Future Research Directions

This monograph introduces the MHN architecture and applications, proposes
security and privacy challenges in MHNs and presents some promising solutions to
achieve security and privacy goals in MHNs. Although some preliminary results on
security and privacy in MHNs are provided, such as privacy-preserving health data
aggregation, mobile social-based misbehavior detection, privacy-preserving health
data processing, etc., there are still a set of immature security and privacy solutions
for MHNs in several directions as follows.

7.2.1 Lightweight and Secure Health Data Encryption

Although the current wearable devices can offer diverse functionalities to real-
timely measure many physiology parameters, they consume certain computation
and communication overheads, especially when applying security protections with
them [1]. Due to the low-power constraints and portability of these wearable
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devices, the traditional cryptographic schemes may considerably increase the
computation and communication overheads. Therefore, it is necessary to develop
lightweight cryptograph schemes for health data encryption [2].

Compressive sensing [3] is a prestigious approach to integrating the lightweight
data sensing and security (e.g., encryption and signature) from the perspective of
QoP [4]. Conventional sampling schemes follow Shannon’s celebrated theorem:
the sampling rate must be at least twice the maximum frequency present in the
signal (i.e., Nyquist rate) [5]. Against the common wisdom in data sampling and
acquisition, compressive sensing can recover certain signals (or images) based
on fewer measurements and samples than traditional methods. It relies on two
principles: (1) sparsity (which pertains to the signals of interest) and (2) incoherence
(which pertains to the sensing modality). Having the sensing matrix, the raw data,
which can be sparsely expressed in some domain (e.g., time, frequency, or wavelet),
are compressed with different rates. During the construction of sensing matrix, it is
difficult to find such a matrix with low coefficient between any two columns.

In addition, some emerging cryptograph schemes, such as NTRU [6, 7], can also
provide some benefits for health data encryption. The encryption keys of NTRU
are easily created with a reasonable key length. The encryption and decryption of
NTRU require low memory but perform fast. NTRU has the smallest average power
consumption, but the largest message size. Therefore, it is still an open problem
to develop lightweight security protection schemes for health data in MHNs and
requires further research efforts.

7.2.2 Misbehavior Detection

In social applications of MHN, as the smarter attackers trend to mimic normal
users to hide themselves against the security solutions [8, 9], the traditional
approaches focusing on resisting the attacking behaviors may not be effective. The
misbehavior detection relies on the learning procedures where learning and training
are alternatively applied. Furthermore, human intelligence is highly desirable during
the misbehavior modeling and detection to adjust the tunable security and privacy
solutions.

Crowdsourcing can be also adopted to facilitate the current misbehavior detection
[10]. Especially in MHNs, mobile user’s detection capability is not as powerful
as that at the server side, or even weaker than online users. Outsourcing the
detection tasks to the crowd becomes a possible approach to effectively detect
misbehaviors. The crowdsoursing users may detect the suspicious Sybil attackers in
the early stage via cryptographic schemes, such as authentication of identities
associated with user’s contacts, event signatures, etc. The collected detection results
from these crowdsoursing users would assist to user behavior learning, social
graph or community detection, and make the global decision, etc. Therefore, the
crowdsourcing based Sybil detection will become a promising tendency for future
research directions.
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7.2.3 Health Data Processing with Privacy Preservation

During the health data processing in MHNs, it is urgent to allow the cloud server
to perform complicated operations on the encrypted data [11, 12]. For example,
machine learning and data mining algorithms [13], such as deep learning should
be applied to analyze the physiology parameters and predict disease. The current
privacy preservation schemes can support some basic operations. Furthermore, the
cryptographic overhead of privacy-preserving machine learning is still too high to
be applied in the large scale MHNs.

Meanwhile, the anonymity techniques [14, 15] can be integrated with the
cryptograph schemes to balance the privacy and the health data usability. The
unlinkability is another important feature of privacy-preserving machine learning.
However, it can only achieve certain basic security and privacy requirements. From
the above discussions, there exist trade offs between the security and complexity of
data processing, especially from the perspective of QoP [4].

In addition, side channel attack may be launched to analyze different types of
health data or processing results [16, 17]. The traffic flow or communication patterns
of MHN users may be analyzed by outside eavesdroppers [18]. For example, a
global attacker may spread some malwares in MHNs and monitor the health data
flows of users. User’s privacy would be violated by such an attacker. In addition,
attackers may also analyze the processing data (e.g., processing time and operations
used during the processing phase) in the cloud server to infer if the data are critical
or not. Then, the identities or roles of patients and doctors may be analyzed by these
attackers. Therefore, developing security protections against side channel attack
becomes an essential part of future research directions.

7.2.4 Access Control in MHNs

In ABAC for MHNs, revocation is a challenging issue when the number of users
or attributes keeps increasing [19]. To address this issue, Yu et al. [20] adopts re-
encryption techniques to allow the data owners to delegate tasks of data file re-
encryption and user secret key update to cloud servers. Meanwhile, data contents
and user’s access privilege information are secretly kept without disclosing to any
other untrusted entities. However, the computation overheads of revocation become
the most important factor in MHN design, since health data are of a large volume
and types [21]. As such, the access policy is difficult to define in MHNs and cover
all attributes. There exists a trade off between the computation overheads and the
number of health data and attributes. Furthermore, how to guarantee the privacy
of attribute is another challenging issue when updating user’s secret keys. When
users join or leave MHNs, the backward secrecy and forward secrecy should also be
achieved. Therefore, access control in MHNs still leaves various challenges in the
future research.
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Finally, we hope this monograph can shed more lights on the security and privacy
protection for MHNs. There will be further research efforts along this emerging line.
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