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CHAPTER 1

INTRODUCTION AND OVERVIEW

Networks provide the foundations for transportation and logistics, for communica-
tion, energy provision, social interactions, and financing. The study of networks
spans many disciplines, due to their wide application and importance [see Beck-
mann, McGuire, and Winsten (1956), Ford and Fulkerson (1962), Sheffi (1985),
Ahuja, Magnanti, and Orlin (1993), Nagurney and Siokos (1997), Nagurney (1999,
2006a), Ran and Boyce (1996), Nagurney and Dong (2002a), Yerra and Levinson
(2005), Roughgarden (2005), and Newman, Barabasi, and Watts (2006)]. Today, the
subject has garnered renewed interest since a spectrum of catastrophic events such as
9/11, the North American electric power blackout in 2003, Hurricane Katrina in 2005,
the Minneapolis bridge collapse in 2007, the Mediterranean cable disruption in 2008,
Cyclone Nargis in 2008, and the Sichuan earthquake in China in 2008 have drawn
great attention to the study of network vulnerability and fragility. Moreover, because
most critical infrastructure networks are large-scale and complex in nature, they are
liable to be faced with disruptions. As argued by Haimes and Longstaff (2002), “[in-
frastructure systems] are invariably large-scale dynamic ‘systems of systems’ with
numerous components, they are nonlinear, and they are spatially distributed with
multiple agents/decisionmakers ... and they are dominated by multiple conflicting
and competing objectives.”

Fragile Networks. By Anna Nagurney and Qiang Qiang 3
Copyright © 2009 John Wiley & Sons, Inc.
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Number of Disasters
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Figure 1.1: Frequency of disasters [Source: Emergency Events Database (2008)]

Indeed, disasters have brought an unprecedented impact on human lives in the
21st century. According to a recent study [Braine (2006)], from January to October
2005, an estimated 97,490 people were killed in disasters globally; 88,117 of them
lost their lives because of natural disasters. Figure 1.1 clearly shows the increasing
number of disasters over the past century.

The Emergency Events Database (2008) defines a disaster as an event that fits at
least one of the following criteria: 1). 10 or more people killed; 2). 100 or more
people affected; 3). declaration of a state of emergency; 4). call for international
assistance. According to the Federal Emergency Management Agency (FEMA)
(1992), a catastrophe disaster is “An event that results in large numbers of deaths
and injuries; causes extensive damage or destruction of facilities that provide and
sustain human needs; produces an overwhelming demand on state and local response
resources and mechanisms; causes a severe long-term effect on general economic
activity; and severely affects state, local, and private-sector capabilities to begin and
sustain response activities.” From these definitions, we see that although disasters
may have different meanings, depending on the specific domain, they have one thing
in common: they have a catastrophic effect on human lives and a region’s or even a
nation’s resources.

Due to the enormous impact of disasters, disaster management has become a topic
that is drawing attention from researchers in various disciplines. For example, Altay
and Green (2006) conducted a bibliographical analysis in which they summarized
operations research and management science studies in the disaster management
literature. The authors suggested that there is a lack of scientific approach in disaster
management research, especially because disaster responses differ drastically from
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daily decision-making and, therefore, the conventional wisdom may not be applicable
to disaster relief efforts. For a comprehensive review of the disaster management
literature, with a focus on analytical models and solution approaches, refer to Altay
and Green (2006) and the references therein. The report by the Committee on Disaster
Research in the Social Sciences (2006), in turn, emphasizes the need for integrated
research on disasters that incorporates the human dimension from a social science
perspective.

Lewis (2006) discussed methodologies that can be used to analyze various infras-
tructure systems from the perspective of protecting infrastructure from damage due to
disasters and from terrorist attacks. Richardson, Gordon, and Moore (2006) collected
reports describing the economic effects of terrorist attacks and related government
mitigation policies. The topics range from transportation system disruptions, to
power system failures in the United States, to housing market price analyses after
terrorist attacks. Murray and Grubesic (2007) collected studies on infrastructure
reliability and vulnerability with a wide-ranging transportation, regional science, and
geographic scope.

In this book, we focus on networks, viewed as complex systems, and ranging
from transportation and logistical networks, in the form of supply chains, to financial
networks and the Internet. Our goals include the conceptualization, definition, and
construction of mathematically rigorous, computer-based tools for the assessment of
network performance and efficiency, along with robustness and vulnerability analysis.
In addition, we identify synergies that can be expected to occur through network
integration among firms or organizations in the setting of mergers and acquisitions.
Hence, in terms of disaster management, the focus of this book is not only on disaster
mitigation through risk reduction and disaster and emergency preparedness but also
on disaster recovery through the identification of possible synergies. The relevance
of our network framework spans the spectrum of physical to economic disasters.

The recent theories of scale-free and small-world networks in complex network
research have significantly enhanced our understanding of the behavior as well as the
vulnerability of many real-world networks [see Amaral et al. (2000), Chassin and
Posse (2005), and Holmgren (2007)). However, the majority of network vulnerability
studies have focused on the topological characteristics of the networks, such as the
connectivity or the shortest path length of the network (see, e.g., Callaway et al.
(2000) and the references therein). Although the topological structure of a network
provides critical information regarding network vulnerability, the flow on a network
is also an important indicator, as are the economic aspects, such as the flow-induced
costs and the behavior of users both before and after any disruptions. As pointed out
by Barabasi (2003), “To achieve that [understanding of complexity] we must move
beyond structure and topology and start focusing on the dynamics that take place
along the links. Networks are only skeletons of complexity, the highways for various
processes that make our world hum.”

Latora and Marchiori (2001, 2002, 2003, 2004) proposed a network efficiency
measure that was shown to have advantages over several existing network measures.
The authors then applied their measure to study the Boston subway network (MBTA)
and the Internet. Nevertheless, their measure considers only geodesic information
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and, therefore, does not capture such important factors as network flows, the as-
sociated costs, and users’ behavior, be it according to centralized or decentralized
decision-making principles.

In this book, we lay out, beginning with Part 1, the theoretical and practical foun-
dations for a new network performance/efficiency measure that extends the Latora-
Marchiori measure to incorporate such crucial network characteristics as decision-
making induced flows and costs to assess the importance of network components
in a plethora of network systems. We demonstrate that the new network measure
has significant advantages over several existing measures, and it captures the real-
ity of real-world networks in that it explicitly considers congestion. Furthermore,
the measure can handle both fixed and elastic demand network problems plus time-
dependent, dynamic networks; the latter is of particular relevance to the Internet and
to electric power generation and distribution networks. Moreover, the new mea-
sure allows for the ranking of network components, that is, the nodes and links, or
combinations thereof, in terms of their importance from an economic performance
standpoint. This has implications for not only planning and maintenance purposes
but also for national security.

In addition, instead of quantifying and assessing the impact of the complete dis-
ruption/removal of a network component, we also formalize the concept of network
robustness, another important aspect associated with network vulnerability. For ex-
ample, network robustness is concerned with the reduction in network resources, such
as link capacity. As defined by the Institute of Electrical and Electronics Engineers
in 1990, the robustness of a system is “the degree to which a system or component
can function correctly in the presence of invalid inputs or stressful conditions.” This
topic is especially relevant and timely because it has been consistently reported that
the once world-envied U.S. infrastructure is now experiencing tremendous aging and
deterioration, which exposes the networks and populations to additional vulnerabil-
ity. In particular, over one quarter of the nation’s 590,750 bridges have been rated
as structurally deficient or functionally obsolete. The degradation of transportation
networks due to poor maintenance, natural disasters, deterioration over time, and
unforeseen attacks now leads to estimates of $94 billion in the United States in terms
of needed repairs for roads alone. Poor road conditions in the United States cost
motorists $54 billion in repairs and operating costs annually. On the other hand, the
number of motorists in the country has risen by 157 million (or 212.16%) since 1960,
while the population of licensed drivers has grown by 109 million (or 125.28%) [U.S.
Department of Transportation Federal Highway Administration (2004)], which adds
more stress to the already fragile U.S. transportation networks.

Due to the breakdowns of U.S. transportation networks and the increasing number
of vehicles, American commuters now spend 3.5 billion hours stuck in traffic, which
translates to a cost of $63.2 billion a year to the economy [American Society of Civil
Engineers (2005)]. At the same time, a recent report from the U.S. Department of
Transportation Federal Highway Administration (2006a) states that the country is
experiencing a freight capacity crisis that threatens the strength and productivity of
the U.S. economy. According to the Road & Transportation Builders Association [see
Jeannert (2006)], nearly 70% of U.S. freight is carried on highways, and bottlenecks
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are causing truckers 243 million hours of delay annually, with an estimated associated
cost of $8 billion. It is noted that the U.S. government is facing a $1.6 trillion deficit
over 5 years in terms of infrastructure repair and reconstruction according to a recent
estimate [Environment News Service (2008)].

Hence the construction of suitable network robustness measures is of theoretical
and practical importance. Moreover, this book proposes network robustness measures
under different user behaviors with direct relevance to transportation networks. This
is especially relevant due to the Braess (1968) paradox in which the addition of a
new road, under user-optimizing behavior, can increase travel time/cost for all! In
addition, the book provides environmental impact assessment indicators to quantify
the effects of network degradation on the environment. The book also codifies
measures as to the impacts of network infrastructure investments in terms of capacity
enhancements.

Our economies and societies depend on such critical infrastructures as transporta-
tion and logistical networks, on communication networks, including the Internet,
on electric power generation and distribution networks, and on financial networks.
Hence rigorous tools that enable the identification of which nodes and links really mat-
ter in such network systems and should, thus, be better maintained and/or enhanced
provide essential information to decision-makers from governmental employees and
policymakers to planners, engineers, and scientists, to corporate and organizational
leaders.

Part I of this book consists of three chapters, beginning with this introduction and
overview chapter. Chapter 2 lays down the fundamental methodologies, the network
models that capture distinct decision-making behaviors, the tools for qualitative
analysis, and the algorithms for the computation of solutions. Throughout the book,
realizations of appropriate algorithms are presented for the solution of specific models
and applications. Chapter 3 introduces the unified network efficiency measure,
assuming decentralized, user-optimizing behavior of the network users and relates
the measure to several existing ones. This chapter also explores network robustness
using the unified measure as a basis and then provides alternative measures based on
total network cost and either user-optimizing or system-optimizing decision-making
behavior. Both deteriorating network capacity scenarios and investment/capacity
enhancement scenarios are explored.

Part II exploits the recently established connections between transportation net-
works and different critical networks [cf. Nagurney and Dong (2002a), Nagurney
(2006b), Liu and Nagurney (2007), Nagurney, Parkes, and Daniele (2007), Wu et
al. (2006)] and demonstrates how the new network measures and robustness indices
can be applied to different network systems, such as transportation networks, supply
chain networks in the case of disruptions and random demands, multitiered financial
networks, and, in the dynamic context, to the Internet. For example, in the case of
supply chain networks alone, several recent major disruptions and associated effects
on the business world have vividly demonstrated the need to address supply-side
risk. A case in point is a fire in the Phillips Semiconductor plant in Albuquerque,
New Mexico, which caused its major customer, Ericsson, to lose $400 million in
potential revenues. On the other hand, another major customer, Nokia, managed to
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arrange alternative supplies and, therefore, mitigated the impact of the disruption {cf.
Latour (2001)]. Another example concerns the effect of Hurricane Katrina, with the
consequence that 10 - 15% of the total U.S. gasoline production was halted, which
raised the oil price not only in the United States, but also overseas [see, €. g., Cana-
dian Competition Bureau (2006)]. As emphasized by Sheffi (2005), one of the main
characteristics of disruptions in supply networks is “the seemingly unrelated con-
sequences and vulnerabilities stemming from global connectivity.” Indeed, supply
chain disruptions may have impacts that propagate not only locally but globally and
hence a holistic, system-wide approach to supply chain network modeling and analy-
sis is essential to be able to capture the complex interactions among decision-makers.
Such an approach/perspective is demonstrated in Part II of this book.

In addition, in Part II, we study financial networks from a vulnerability perspec-
tive. The advances in information technology and globalization have shaped today’s
financial world into a complex network, which is characterized by distinct sectors, the
proliferation of new financial instruments, and increasing international diversification
of portfolios. Recently, financial networks have been studied using network mod-
els with multiple tiers of decision-makers, including intermediaries [cf. Nagurney
(2003)]. As we are seeing today, our financial networks are highly interconnected and
interdependent; consequently, any disruption that occurs in one part of the network
may produce consequences in other parts of the network, which may not only be in
the same region but be miles away in other countries.

The world is now reeling from the effects of the financial credit crisis, with
leading financial services and banks closing, including the investment bank Lehman
Brothers; others merging; and the financial landscape changing for forever. The
domino effects of the U.S. economic troubles have rippled through overseas markets
and have pushed countries such as Iceland to the verge of bankruptcy. The root of the
financial problems was considered to have stemmed from the U.S. housing market
and the huge number of bad loans that could not be repaid. Many of the subprime
loans had been bundled and then sold to investment banks, some of whom had, in
turn, borrowed money for these transactions, thus further complexifying the number
of decision-makers or agents and the financial linkages. Ultimately, businesses could
not obtain financial resources because so many banks and financial institutions were
failing due the large number of unpaid loans, which caused millions of people to lose
their homes. The number of home foreclosures in the United States is, as of 2009,
still increasing. It is, therefore, crucial for the decision-makers in financial systems,
including managers, executives, and regulators, to be able to identify a financial
network’s vulnerable components to protect the functionality of the network.

The Internet, in turn, as a global telecommunications network, with linkages to
other network systems, including transportation and financial ones, as well as energy
systems, is fundamental to the functioning of our modern societies and economies.
Hence an appropriate efficiency measure and a means of identifying its critical nodes
and links are essential not only to the management of such a dynamic network but also
to its very security. Clearly, those nodes and links that are deemed most important
are those that also merit greatest protection. Coffman and Odlyzko (2002) note that
Internet traffic is approximately doubling each year, which is extremely fast growth.
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At the same time, the number of security attacks against the Internet [cf. Bagchi and
Tang (2005)] is also growing rapidly, and the number of global security incidents
rose to 73,359 in 2002, far surpassing the 52,658 events of the previous year. Internet
disruptions need not be due to terrorist attacks but may occur as a result of accidents
or natural disasters. For example, the severance of two cables in the Mediterranean,
on January 30, 2008, apparently by ship anchors, caused major Internet service
problems for days in the Middle East and in parts of Asia [see Reed (2008)]. In
terms of the financial impact of a major Internet disruption, a report by the Business
Roundtable [see Insurance Journal (2007)] estimated a cost to the global economy of
$250 billion.

In particular, Part II of this book is organized as follows. Chapter 4 explores, in
depth, the methodological tools and network measures unveiled in Chapters 2 and 3.
In Chapter 4, large-scale, real-world transportation networks are investigated and the
importance of their nodes and links identified and the network components ranked.
In addition, because global climate change is affecting our network infrastructure
and our communities, we provide environmental impact assessment indices for trans-
portation networks. With such indices, one can then answer questions as to how the
deterioration of link capacities affects the environmental emissions. Interestingly, we
discover that, in certain real-world transportation networks, if travelers select their
routes of travel in a decentralized, user-optimized manner, lower environmental emis-
sions may result than those that occur under centralized behavior! We also relate our
proposed robustness indices based on total network cost and distinct user behaviors
to the price of anarchy [Roughgarden (2005)].

Chapter 5 turns to supply chain networks under disruptions. Here we quantify
disruptionrisks and consider random demands for products. We introduce a weighted
supply chain performance measure that provides sufficient flexibility that it can be
used for products as varied as toys to healthcare/medical products. In this chapter,
as in all the application-based ones, solutions to specific numerical examples are
computed to demonstrate the models and the accompanying methodological tools.

Chapter 6 focuses on complex financial networks with intermediation and demon-
strates how an extension of the unified network performance measure can be applied
to determine the importance and ranking of financial nodes (from financial source
agents to intermediaries) and financial links (either physical or electronic-based).
This chapter also discusses such concepts as financial contagion. Chapter 7 contains
more advanced material on dynamic networks with the Internet serving as the par
excellence example. This chapter presents extensions of the unified network per-
formance measure to the dynamic network domain. In this chapter we also discuss,
at a high level, electric power generation and distribution networks and how the
tools in this book can be used to identify and rank nodes and links in such critical
infrastructure networks.

The final part of the book turns to the exploration of synergy associated with
network systems and focuses on supply chain networks in the case of mergers (and
acquisitions). As noted by Langabeer (2003) the use of mergers and acquisitions
(M&As) continues to grow exponentially; more than 6,000 M&A transactions were
conducted world-wide in 2001, with a value of over a $1 trillion. Nevertheless,
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many scholars argue whether mergers achieve their objectives. For example, Marks
and Mirvis (2001) found that fewer than 25% of all mergers achieve their stated
objectives. Langabeer and Seifert (2003) determined a direct correlation between
how effectively supply chains of merged firms are integrated and how successful the
merger is. Furthermore, they state, based on the empirical findings in Langabeer
(2003), which analyzed hundreds of mergers over the past decade, that improving
supply chain integration between merging companies is the key to improving the
likelihood of post-merger success. With the present financial and economic crisis,
companies as well as organizations need to be able to quantifiably determine what
gains, if any, can be expected if they do merge. By representing firms as networks
[see also Nagurney (1999)] of their economic activities with the associated costs, one
can graphically depict the network structure of a given merger.

In Part III, we thus envision each firm as a network of economic activities con-
sisting of manufacturing, which is conducted at the firm’s plants or manufacturing
facilities; distribution, which occurs between the manufacturing plants and the distri-
bution centers, which also store the product produced by each firm; and the ultimate
distribution of the product to the retailers. Associated with each such economic ac-
tivity is a link in the network with a total associated cost that depends on the flow of
the product on the link. The links, be they manufacturing, shipment, or storage, have
capacities on the flows. We assume, as given, the demand for the product at each
retailer. We provide a system-optimization perspective for supply chains through
the prism of system-optimization as arising in network systems. We quantify the
synergy associated with mergers and also explore environmental synergies. In the
case of multiproduct supply chains, we discuss similarities and differences between
corporate and humanitarian supply chains, as they apply to disaster situations. We
then turn, in the last chapter, to the modeling, analysis and solution of competitive
firms in the form of network oligopolies. We investigate the formation of coalitions
and the merger paradox.

Specifically, in Chapter 8, we provide a basic framework for capturing the eco-
nomic activities of a firm and associated costs. The benefits of proposed mergers or
acquisitions can then be quantified by modeling the integration of the firms and their
network activities. The formalism, which is presented from a supply chain network
perspective, is also applicable to mergers and acquisitions in different industries from
transportation to telecommunications to services, such as financial services. Chapter
9 then considers not only cost synergy associated with a proposed merger or ac-
quisition but also the environmental synergy. In this chapter we use a multicriteria
decision-making approach for modeling the firms both before and after the network
integration. We evaluate numerically the effects of proposed hostile and friendly
M&As. Chapter 9 hence adds to our analytical tools for environmental impact as-
sessment associated with networks, a topic that was also explored in Chapter 4 for
transportation networks but in the presence of capacity degradation (or investments
but not explicit mergers).

Chapter 10 formulates network integration and associated synergy in the case of
M&As of multiproduct firms. It explores not only corporate applications but also
demonstrates how cooperation and partnerships between organizations can yield cost
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synergies. It provides quantifiable means for assessing the possible cost synergies as-
sociated with supply chain network integration for humanitarian logistical operations.
With the number of disasters increasing over the last century, the timely delivery of
essential goods to needy and vulnerable populations after disasters is essential.

Chapter 11 models coalition formation among any number of competing firms
(or organizations) within a network framework and quantifies the associated possible
gains in terms of cost reduction, profit increases, etc. It aims to illuminate why,
despite the existing economic theory and the merger paradox, mergers between as
few as two firms in an industry may be profitable. Hence this chapter addresses the
question of specific gains from cooperation as opposed to pure competition.

In summary, this book provides a rigorous, unified treatment of network sys-
tems and identifies how to quantify performance, vulnerabilities, and synergy. It
incorporates numerous network examples and applications and is accompanied by
an appendix, which provides the necessary technical foundations of optimization
on which the book builds. As governmental decision-makers, policymakers, regu-
lators; and network designers, engineers, and scientists; and managerial executives
and leaders turn to revitalizing and investing in network infrastructure, enhanced
decision-making is now possible, because of the concepts and tools developed in this
book.

The problems that we face today are uniquely challenging. We hope that this
book, with its interdisciplinary, network-based approach, provides some solutions.
We envision, and expect, that researchers, practitioners, and students for generations
to come will add to the knowledge base of this book.
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CHAPTER 2

FUNDAMENTAL METHODOLOGIES,
NETWORK MODELS, AND
ALGORITHMS

Networks are complex, typically, large-scale systems, and their formal study has
attracted much interest from a plethora of scientific disciplines. The realities of
networks today include such characteristics as congestion and distinct underlying
behavioral principles as to the network users. Hence our focus throughout this book
is on such networks.

In this chapter we review some of the fundamental methodologies, network mod-
els, and algorithms that are used as the foundations for the results in this book.
The perspective that we take is that of transportation as a unifying theme, because
networks are characterized by not only their underlying topologies but also by the as-
sociated flows, which are the results of behavior of the users, interpreted broadly, from
travelers on urban transportation networks; to messages being routed in computer
and communication networks; to products being produced, stored, and distributed
through global supply chains, to financial products that are packaged and sold; and,
of course, to electric power (and other forms of energy) being produced and trans-
mitted according to supply and demand. All such problems may be interpreted as
transportation problems given that specific flows are transported from origins to des-
tinations in some manner. Moreover, many of the advances in transportation network
modeling, analysis, and solution are directly applicable to other network domains.

Fragile Networks. By Anna Nagurney and Qiang Qiang 13
Copyright © 2009 John Wiley & Sons, Inc.
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A transportation approach to networks is conceptually rich, theoretically rigorous,
and analytically sound, due to the decades of flow-based transportation network
research. Moreover, network systems, as seemingly distinct as decentralized supply
chain networks, financial networks with intermediation, and electric power supply
chains have been recently shown to be transformable into transportation network
problems, with the appropriate identification of origin/destination pairs of nodes,
associated demands, and link cost functions [cf., respectively, Nagurney, Dong, and
Zhang (2002), Liu and Nagurney (2007), and Nagurney et al. (2007)]. In addition, the
study of the Internet, given its decentralized mode of operation and the analogies to
transportation networks, from congestion and delay cost functions to the investigation
of the Braess (1968) paradox in this setting, has benefited greatly from methodological
tools originating in transportation [cf. Bertsekas and Gallager (1987), Papadimitrou
(2001), Nagurney and Dong (2002a), Boyce, Mahmassani, and Nagurney (2005),
and Roughgarden (2005)]. Finally, the representation/transformation of numerous
problems in economics into network problems in general and into transportation
network problems in particular, from Walrasian price equilibrium problems and
classical spatial and aspatial oligopoly problems, to migration problems, further
supports the relevance of such an approach to network systems [see, e.g., Nagurney
(1999, 2006a)].

In this chapter, we provide a review of the fundamental methodologies and net-
work models that are used in this book. The theory of finite-dimensional variational
inequalities (VIs) is presented in Section 2.1, because it provides a unified math-
ematical formalism for optimization problems and equilibrium problems. Section
2.2 focuses on decentralized decision-making and user-optimizing behavior on net-
works, and Section 2.3 presents network models of centralized decision-making and
system-optimizing behavior.

In Section 2.4 we review appropriate algorithms that are used to compute solu-
tions to the models in this book, including the equilibration algorithms for classical
user-optimized and system-optimized network problems, the projection method, the
modified projection method, and the Euler method, all of which can be employed
to solve, under appropriate assumptions, finite-dimensional variational inequality
problems.

2.1 REVIEW OF VARIATIONAL INEQUALITY THEORY AND ITS
RELATIONSHIPS TO OPTIMIZATION

In this section, we review the theory of (finite-dimensional) variational inequalities.
All definitions and theorems, except where noted, are taken from Nagurney (1999),
where proofs can also be found; see also Kinderlehrer and Stampacchia (1980).
Throughout this book, we assume that vectors are column vectors. For basic defini-
tions related to optimization theory and some mathematical fundamentals, we refer
the reader to the appendix.
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Normal cone,”

Feasible set K

Figure 2.1: Geometric interpretation of VI(F, K)

Definition 2.1: The Finite-Dimensional Variational Inequality Problem
The finite-dimensional variational inequality problem, VI(F, K), is to determine a
solution vector X* € K C R, such that

(F(X)T, X - X"y >0, VXeK, (2.1)
where F is a given continuous function from K to RN, K is a given closed convex
set, and {-, - denotes the inner product in N-dimensional space.

In Figure 2.1, we provide a geometric interpretation of a variational inequality,
which illustrates that F'(X*)7 is “orthogonal” to the feasible set K at the point X*.

It has been established that many constrained and unconstrained optimization
problems can be formulated as VI problems [cf. Nagurney (1999)]. We now briefly
discuss the relationship of VIs to such optimization problems.

Proposition 2.1
Let X* be a solution to the optimization problem

Minimize f(X) (2.2)

subject to: X € K,

where f is continuously differentiable and K is closed and convex. Then X* is a
solution of the variational inequality problem

(VAXHT, X - X"y >0, VXeKk, (2.3)
where V f(X) is the gradient vector of f with respect to X, that is,

OAX) IAX)  9F(X),
0X1 00Xy T 0Xn

ViX) =(
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Proposition 2.2

If f(X) is a convex function and X* is a solutionto VI(V f, K), then X* is a solution
to the optimization problem (2.2). In the case that the feasible set K = R", then the
unconstrained optimization problem is also a variational inequality problem.

The variational inequality problem can be reformulated as an optimization problem
given certain symmetry conditions, which is rigorously shown in Theorem 2.1. First,
however, we present the definitions of positive semidefiniteness, positive definiteness,
and strongly positive definiteness.

Definition 2.2: Positive Semidefinite, Positive Definite, Strongly Positive Definite
Matrix

An N x N matrix M(X), whose elements m;;(X); 1,7 = 1, ..., N, are functions
defined on the set S C RN, is said to be positive semidefinite on S if

vTM(X)v >0, Ywe RN, XeS. (2.4)
It is said to be positive definite on S if
vITM(X)v >0, Yo#0,0e RN, XeS. (2.5)

It is said to be strongly positive definite on S if

vT M(X)v > aljv||?, forsome a >0, Yve RN X¢€S. (2.6)
Theorem 2.1

Assume that F(X) is continuously differentiable on K and that the Jacobian matrix

OF oF

80X, Tt XN
VEX)=1| + . (2.7)

OFy OFy

8X, " 9Xw

is symmetric and positive semidefinite. Then there is a real-valued convex function
f: K — R satisfying
Vf(X) = F(X) (2.8)

with X* the solution of VI(F,K) also being the solution of the mathematical pro-
gramming (optimization) problem

Minimize f(X)
subjectto: X € IC,
where f(X) = [ F(X)Tdx, and [ is a line integral.

Hence the variational inequality problem is a more general problem formulation
and it can also handle a function F'(X) with an asymmetric Jacobian [see, e.g.,
Nagurney (1999)]. This feature of a VI formulation enables the more realistic
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modeling and ultimate solution of a spectrum of complex network problems. We
now provide qualitative properties, including conditions for existence and uniqueness
of a solution to VI(F, K).

Theorem 2.2: Existence of a Solution under Continuity and Compactness
If K is a compact convex set and F(X) is continuous on I, then VI(F, K) admits at
least one solution X™*.

If the feasible set K is unbounded, Theorem 2.2 cannot be applied. However,
existence of a solution to (2.1) may still be obtained provided that certain conditions
are satisfied. For example, let B,.(0) denote a closed ball with radius r centered at 0
and let ;. = X N B,(0). The set K, is then bounded. Let VI, denote the variational
inequality problem: Determine X € C, such that

(FXHT,y—X >0, Vyek,.

Then we have the following existence result.

Theorem 2.3
VI(F, K) admits a solution if and only if there exists an v > 0 and a solution of
VI.(F,K,;), X, such that || X|| < r.

The coercivity condition provides another guarantee of the existence of a solution
to VIs, as summarized in the following theorem.

Theorem 2.4: Existence of a Solution under Coercivity
Suppose that F(X) satisfies the coercivity condition

(F(X) ~ F(Xo))T, X — Xo) oo

1% = Xo 29)

as | X|| — oo for X € K and for some Xo € K. Then VI(F,K) always has a
solution.

Certain monotonicity conditions can be used to analyze the qualitative properties
of the variational inequality problem. We first recall some basic definitions.

Definition 2.3: Moneotonicity
F(X) is monotone on K if

(F(XHY - FXH)T, X - x>0, VX' X*eK. (2.10)

Definition 2.4: Strict Monotonicity
F(X) is strictly monotone on K if

(F(XYHY -F(XH)T, X' X% >0, VXL, X2eK, X' #X2  (211)
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Definition 2.5: Strong Monotonicity
F(X) is strongly monotone on K if, for some o > 0

(F(XH - FX)NT, X! - X%y > o X' - X?|I?, VX', X2cK. (212

Definition 2.6: Lipschitz Continuity
F(X) is Lipschitz continuous on K if there exists an L > 0, such that

(F(XHY -FXH))T X' - X)) <L X' — X212, vX', X%2ecK. (213)

L is called the Lipschitz constant.

Theorem 2.5: Uniqueness of a Solution under Strict Monotonicity
Suppose that F(X) is strictly monotone on K. Then the solution to VI(F,K) is
unique, if one exists.

Theorem 2.6: Existence and Uniqueness of a Solution under Strong Monotonic-
ity

Suppose that F(X) is strongly monotone on K. Then there exists precisely one
solution X* to VI(F, K).

Based on these theorems, we know that if the feasible set X is unbounded, strong
monotonicity of the function F' guarantees both existence and uniqueness of a solu-
tion X* to VI(F, K) due to the fact that the strong monotonicity condition implies
coercivity and strict monotonicity. If the feasible set K is compact, that is, closed and
bounded, then continuity of F' alone guarantees the existence of a solution. Finally,
strict monotonicity of F' is then sufficient to ensure uniqueness. We will see how
these theoretical results are applied to network models in the case of decentralized
versus centralized decision-making and in the context of applications as varied as
transportation, supply chains, finance, and humanitarian logistics.

Theorem 2.7
Suppose that F(X) is continuously differentiable on K and that the Jacobian matrix

oF, OF

0X, Tt OXn
vEO=| |,

OFN OFN

o0X, XN

which need not be symmetric, is positive semidefinite (positive definite). Then F'(X)
is monotone (strictly) monotone.

2.2 DECENTRALIZED DECISION-MAKING AND USER-OPTIMIZATION

The fact that networks are used/operated in a decentralized vs. centralized manner
would yield different flows, and that this would have associated different economic
impacts was recognized as early as 1920 by Pigou [see also Kohl (1841) and Knight
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(1924)]. In particular, Wardrop (1952) explicitly recognized alternative possible
behaviors of users of transportation networks and stated two principles, which are
commonly named after him. These principles correspond, in effect, to decentralized
versus centralized behavior on networks and, although stated in a transportation
context, have relevance to many different network systems. Hence, we now recall
Wardrop’s two principles:

First Principle: The journey times of all routes actually used are equal and less than
those that would be experienced by a single vehicle on any unused route.

Second Principle: The average journey time is minimal.

The first principle corresponds to the behavioral principle in which travelers seek
to (unilaterally) determine their minimal costs of travel whereas the second principle
corresponds to the behavioral principle in which the total cost in the network is
minimized.

Beckmann, McGuire, and Winsten (1956) were the first to rigorously formulate
these conditions mathematically, as had Samuelson (1952) in the framework of spatial
price equilibrium problems in which there were, however, no congestion effects.
Specifically, Beckmann, McGuire, and Winsten (1956) established the equivalence
between the traffic network equilibrium conditions, which state that all used paths
connecting an origin/destination pair will have equal and minimal travel times (or
costs); corresponding to Wardrop’s first principle, and the Kuhn-Tucker conditions
of an appropriately constructed optimization problem, under a symmetry assumption
on the underlying functions. Hence, in this case, the equilibrium link and path flows
could be obtained as the solution of a mathematical programming problem (as we
show in this section).

Dafermos and Sparrow (1969) coined the terms user-optimized (U-O) and system-
optimized (S-O) transportation networks to distinguish between the two distinct
situations in which users act unilaterally, in their own self-interest in selecting their
routes, and in which users select routes according to what is optimal from a societal
point of view, in that the total cost in the system is minimized. In the latter problem,
marginal (total) costs rather than average costs are equilibrated/equalized. The former
problem coincides with Wardrop’s first principle, and the latter with Wardrop’s second
principle. The authors also recognized the noncooperative game theoretic nature of
the problem as in Nash (1950, 1951) equilibrium problems. In this book, we will
often use the terms user-optimization and network equilibrium interchangeably.

The concept of system-optimization is also relevant to other types of routing
models, as arise in transportation problems concerned with the routing of freight, in
centralized supply chain and logistical networks, and in network systems in which a
central controller has control as to how the flows can be routed (as, for example. in
military operations or in certain humanitarian logistics operations).

Chapters 3 and 4 make substantive use of the fundamentals contained in this
chapter. Chapters S and 6 develop decentralized network models, and Chapters 8
through 10 focus exclusively on centralized ones. Chapter 7 uses advanced material
on evolutionary variational inequalities for dynamic networks. Chapter 11 develops
game theoretic network models under oligopolistic competition.
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2.2.1 The Network Equilibrium (U-O) Model with Fixed Demands

Consider a general network G = [V, L], where A/ denotes the set of nodes, and £ the
set of directed links. Let a denote a link of the network connecting a pair of nodes, and
let p denote a path consisting of a sequence of links connecting an origin/destination
(O/D) pair of nodes. The paths are assumed to be acyclic. In urban transportation
networks, nodes correspond to origins and destinations as well as to intersections;
links, on the other hand, correspond to roads/streets, whereas in freight networks,
they would correspond to railroad lines or roads, as in the case of truck freight. A
path in a transportation context thus can correspond to a sequence of roads or railroad
links, which make up a route from an origin to a destination. In communications
networks, on the other hand, nodes correspond to routers; in logistical and supply
chain networks they can correspond to manufacturers, distributors, and demand
markets; in financial and other economic networks, nodes can also correspond to
decision-makers, from financial sources of funds to the ultimate consumers. Links
in network models abstract physical connections (such as cables, transmission lines,
manufacturing lines, etc.) or logical connections (such as economic transactions) in
a graphical formalism. Of course, in the case of social networks, nodes correspond
to individuals (or, in an aggregated case, to organizations) and links to social ties.

Let P, denote the set of paths connecting the O/D pair of nodes w. Let P denote
the set of all paths in the network and assume that there are ny origin/destination
pairs of nodes. We assume in all models in this chapter that the networks are (strongly)
connected, that is, that there is at least one path connecting each pair of O/D nodes.

Let z, represent the nonnegative flow on path p and let f, denote the flow on link
a. These flows, in different settings, would correspond to vehicles, commodities or
products, computer messages, financial flows, electric power or energy flows, etc.
The path flows on the network are grouped into the vector z € R)”, where np
denotes the number of paths in the network. The link flows, in turn, are grouped into
the vector f € R”, where n denotes the number of links in the network.

The cost experienced by a user traversing link a is denoted by ¢,, for all links
a € L, and these costs are assumed to be continuous and nonnegative. The user cost
on a path p is denoted by C,, for all paths p € P. We group the user link costs and
the user path costs into the vectors ¢ € R’ and C' € R}, respectively.

Let d,, denote the demand associated with O/D pair w, for all w € W, assumed,
for now, as being fixed and known. The following conservation of flow of equations
must hold

do= Y zp YweW, (2.14)
pEP,

that is, the sum of the path flows on paths connecting each O/D pair w must be equal
to the given demand d,,. We denote the disutility associated with O/D pair w by A,,.
Also, the path flows must be nonnegative, that is

x>0, VpeP. (2.15)
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The following conservation of flow equations relate the link flows to the path flows

fo=>_ Tplap, Va€L, (2.16)
peEP

where 6., = 1, if path p contains link a, and d,, = 0, otherwise. Hence, the flow on
a link is equal to the sum of the flows on paths that contain that link.

The user cost on a path is equal to the sum of user costs on links the path consists
of, which can be represented by the following expression

Co=) Calap, VpEP. (2.17)
a€l

For the sake of generality, the user cost on a link is allowed to depend on the entire
vector of link flows, so that

co =Co(f), YaeL. (2.18)

The following definition is based on Wardrop’s (1952) first principle [see also
Beckmann, McGuire, and Winsten (1956), Smith (1979), and Dafermos (1980)].
Note that, in view of (2.16), (2.17), and (2.18), one may express the cost on a path p
as a function of the path flow variables.

Definition 2.7: Network Equilibrium — Fixed Demands

A path flow pattern x* € K, where K! = {z|z € RF and(2.14) holds}, is said
to be a network equilibrium in the case of fixed demands if the following conditions
hold for each O/D pairw € W and every pathp € P,

=0, if x;‘,>0,

CP(JJ)'—Aw{ZO’ lf.T;:O

(2.19)

Conditions (2.19) state that the user costs of all utilized paths joining an O/D pair
are equal and minimal. Hence, in equilibrium, no user has any incentive to switch
his or her path. As described in Dafermos (1980) and Smith (1979) the network
equilibrium pattern according to conditions (2.19) coincides with the solution to the
following finite-dimensional variational inequalities.

Theorem 2.8: Variational Inequality Formulations of Network Equilibrium with
Fixed Demands

A path flow pattern is a network equilibrium according to Definition 2.7 if and only
if it satisfies the following variational inequality in path flows: Determine z* € K!

such that
3 > Cat) x (zp —x3) >0, Vrekh (2.20)
wEW pEP,

Equivalently, a link flow pattern is a network equilibrium according to Definition
2.7 if and only if it satisfies the variational inequality problem: Determine f* € K?
satisfying

D calf) x (fa— £2) >0, VfeK?, (2.21)

acl
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where K2 = {f € R | there exists an z satisfying (2.15) and (2.16)}.

If we define X = z and F(X) = C(z), then variational inequality (2.20) can
be rewritten in standard form as in (2.1)., Similarly, if we define X = f and
F(X) = ¢(f), then the variational inequality (2.21) can be transformed into standard
form (2.1).

The continuity of the link cost functions and the compactness of the feasible sets
K and K2 guarantee, according to Theorem 2.2, the existence of solutions to both
(2.20) and (2.21). Moreover, according to Theorem 2.5, if the vector of user link cost
functions c is strictly monotone, then the solution f* to (2.21) is unique. In reality,
and hence in practical applications, this is not an unrealistic assumption; on the other
hand, the vector of user path cost functions C' can be expected to be monotone, but
it is unlikely, except in very specially structured networks, that the vector C' will be
strictly monotone. Hence uniqueness of path flow solutions is much less likely in
practice.

Beckmann, McGuire, and Winsten (1956) [see also Dafermos and Sparrow (1969)]
established that the solution to the network equilibrium problem, in the case of
separable user link cost functions, that is, when the user link cost functions (2.18)
take on the form ¢, = ¢, (f.), Ya € L, could be obtained by solving the following
convex optimization problem

fa
Minimize / Col(x)dz (2.22)
0

subject to: (2.14) through (2.16) or, simply, f € K2, provided that c(f) is con-
tinuously differentiable and positive semidefinite. Clearly, in this case, Ve(f) is
symmetric because it is of diagonal form due to the separability of the user link cost
functions (see also Theorem 2.1).

Hence in applications in which the separability assumption of the user link cost
functions can be expected to hold, one can appeal, if the resulting objective function in
(2.22) is convex, which would also be the case if ¢ is monotone, to convex optimization
algorithms for the solution of the associated U-O (or network equilibrium) problem
with fixed demands. If c is strictly monotone, then the objective function in (2.22)
would be strictly convex and the corresponding solution f*, as expected, unique, that
is, no other link flow would satisfy the network equilibrium conditions.

Example 2.1: A U-O Fixed Demand Example with Separable User Link Cost
Functions
Consider the network depicted in Figure 2.2 in which there are two nodes 1, 2; three
links a, b, and ¢, and a single O/D pair wy = (1,2). Let path p; = a, path p» = b,
and path p3 = c.

The user link cost functions are

ca(fo) =2fa+4, o(fo) = fo+10, cc(fe) = fe+8,

and the demand
dy, = 10.

[vww allitebooks.cond
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Figure 2.2: Network topology for Example 2.1

Decision-makers (or travelers) operating in a user-optimized manner will select
their paths or links as follows

* Pk * ek * ek
x, =fo=4, x,, =fi=2 a2 =f =4,
with incurred user costs

Cp1 = ca(fa) sz = Cb(fb) Cpa = cC(fc*) =12

Indeed, this path (and link flow) pattern satisfies the network equilibrium conditions
(2.19) because all used paths connecting the O/D pair w; have equal and minimal
user costs; in this example Ay, = 12. The equilibrium solution is unique.

Of course, in the case of extended user link cost functions, as in (2.18), in which
the symmetry assumption: ‘LE: = 8Cb holds for all links a, b € £, then the solution
to the network equilibrium condmons can be obtained by solving an associated
optimization problem (cf. Theorem 2.1). However, in the case where the user link
cost functions are no longer symmetric, one cannot compute the solution to the U-
O problem using standard optimization algorithms. Asymmetric cost functions are
very important from an application standpoint because they allow for asymmetric
interactions on the network. For example, allowing for asymmetric cost functions
permits one to handle the situation when the flow on a particular link affects the cost
on another link in a different way than the cost on the particular link is affected by
the flow on the other link.

Example 2.2: A U-O Fixed Demand Example with Asymmetric User Link Cost
Functions

Returning to the network depicted in Figure 2.2, an example of an asymmetric user
link cost structure would be

calf) =2fa+fo+4 clf)=fo+10, cf)=fc+ .5f+38,

because %fbk =1# aj‘i = 0, and &&= 8” =.5# 57 ac = 0. The U-O solution for this
example, with demand as in Example 2 l is umque and given by

* * * * 1 * *
¥y, = fa =3, xp'z:‘fb:?’g’ 'T'P'a:fc:?’“a
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with incurred user costs

Cpy = calf*) = Cpy = 5(f*) = Cpy = ol f*) = 13%.

Hence the network equilibrium conditions (2.19) are satisfied and variational inequal-
ity (2.21) is satisfied because

S calf?) x (fa = f2) = 135 x (fu =)+ 135 x (fy ~33) + 133 x (.~ 33)

3
a€Ll

1 1
=133 % (fa+ fo + fo = 10) = 135(10 - 10) = 0.

The allowance for such asymmetric interactions also enables the more realis-
tic modeling of multimodal/multiclass networks in which a particular flow of a
mode/class affects the costs of other modes/classes in a different manner from how it
is affected by the other modes/classes. Hence, in such models, heterogeneity of the
costs and flows is explicitly considered and handled.

Remark 2.1

It is also worth recognizing and emphasizing that multimodal and multiclass network
equilibrium problems with fixed demands can be transformed into single-class, but
extended models, as discussed in this section, by making as many copies of the
network as there are classes/modes and by redefining the demands, costs, and flows on
these multicopy networks [cf. Dafermos (1972)]. Such a technique is now often used
in practice in both transportation and telecommunication settings and applications.
In Section 10.4, we discuss an application of this technique to multiproduct supply
chain networks.

In Section 2.4, we provide algorithms for the solution of these network equilibrium
models, in both their variational inequality and optimization realizations.

2.2.2 Network Equilibrium (U-O) Models with Elastic Demands

In this section, two versions of network equilibrium models with elastic demands are
discussed, one with given demand functions [see Dafermos and Nagurney (1984)],
and the other with given disutility functions [see Dafermos (1982)].

2.2.2.1 Network Equilibrium Model with Given Demand Functions The
notation in this section follows that in Section 2.2.1. We assume that equations (2.14)
through (2.16) still hold. However, now, rather than assuming that the demands are
fixed and given as in (2.14), we assume that the demand functions, d.,(A), w € W,
are given, where A is the vector of disutilities and the demands are now variables in
(2.14). Furthermore, now d denotes the column vector of the demands and d(\) the
vector of demand functions.

The following definition is based on Dafermos and Nagurney (1984) [see also
Aashtiani and Magnanti (1981), Fisk and Boyce (1983), Nagurney and Zhang (1996),
and Nagurney (1999)].
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Definition 2.8: Network Equilibrium ~ Elastic Demands with Given Demand
Functions

A path flow and disutilitypattern (x*,d*, \*) € K3, where K3 = {(z,d, \)|(z,d. )
c Rip+2nw and d,, = ZpePw Zp, Yw}, is said to be a network equilibrium, in the
case of elastic demands with known demand functions, if, once established, no user
has any incentive to alter his or her path decisions. The state is expressed by the
following conditions, which must hold for each O/D pair w € W and every path
PE PRy

N N =0, if x>0, .
A EPR A S (2.23)
— 9 p »
and o)
% :dw/\*a lf )\‘TU>O’ 9
o Zavn ¥ 20 (229

Conditions (2.23) state that all used paths connecting an O/D pair have equal and
minimal costs that are equal to the disutility associated with “traveling” between that
O/D pair. Conditions (2.24) state that the market clears for each O/D pair under
a positive price or disutility. As described in Dafermos and Nagurney (1984) the

" network equilibrium conditions (2.23) and (2.24) can be expressed as the following
variational inequalities.

Theorem 2.9: Variational Inequality Formulations of Network Equilibrium with
Given Demand Functions
A path flow, demand, and disutility pattern is a network equilibrium according
to Definition 2.8 if and only if it satisfies the variational inequality: Determine
(z*,d*, \*) € K3 such that

Yo Cola) x(mp— ) = Y AL X (dw - dy)

weW peP, weWw
+ 3 (dy = dw(N)) X (A — XL) 20, Y(z,d, ) € K2, (2.25)
weW

Equivalently, a link flow pattern and associated demand and disutility pattern
is a network equilibrium according to Definition 2.8 if and only if it satisfies the
variational inequality problem.: Determine (f*,d*, \*) € K* satisfying

Yl )x(fa=f)= Y Ax(dw—di)+ Y (dh—dw(A))x (A —A3) >0,
acl weW weW
V(f,d,\) € K, (2.26)

where K* = {(f,d, ) € R1* ™| there exists an  satisfying (2.14) — (2.16)}.

Let X = (27, d7, \T)T and F(X) = (C(x)T, =AT, (d — d(A\))T)T, which
allows one to put variational inequality (2.25) into standard form (2.1).

Letting now X = (f7,d7, A\T)T and F(X) = (c(f)T, =T, (d - d()))T)7,
one can easily also rewrite variational inequality (2.26), which is in link flows. in
standard form (2.1).
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2.2.2.2 Network Equilibrium Model with Given Disutility Functions The
network equilibrium model with known disutility functions is now recalled [cf. Dafer-
mos (1982)]. The notation is the same as in the model with known demand functions.
However, it is now assumed that the disutility functions are given as follows

Aw = Au(d), YweW, (2.27)

where d is the vector of demands with demand associated with O/D pair w being
denoted by d,,.

Definition 2.9: Network Equilibrium - Elastic Demands with Given Disutility
Functions

A path flow and disutility pattern (x*,d*) € K° where K5 = {(z,d)|(x,d) €
R%? W oand d,, = ZpePw zp, Yw}, is said to be a network equilibrium, in the case
of elastic demands with known disutility functions, if, once established, no user has
any incentive to alter his or her path selection decisions. The state is expressed by
the following condition, which must hold for each O/D pair w € W and each path
pe P,

x «w ] =0, if z;>0,
Coten) = xt) { S0 0 220 (2.28)
- Y p .

The interpretation of conditions (2.28) is the same as that of conditions (2.23). As
proved in Dafermos (1982), the network equilibrium conditions (2.28) are equivalent
to the following variational inequalities.

Theorem 2.10: Variational Inequality Formulations of Network Equilibrium
with Given Disutility Functions

A path flow and demand pattern is a network equilibrium according to Definition
2.9 if and only if it satisfies the following variational inequality (in path flows):
Determine (z*,d*) € K5 such that

D> Colan) x (@ —ap) = D Au(d®) x (dy — d},) 20, V(z,d) € K.
wEW pEP,, weWw
(2.29)
Equivalently, a link flow pattern and associated demand pattern is a network
equilibrium according to Definition 2.9 if and only if it satisfies the variational
inequality problem (in link flows): Determine (f*,d*) € K5 satisfying

Yol ) x (fa=f2) = Y Muld) x (dw—dy,) 20, V(f,d) € KS. (2.30)

a€l weW

where K¢ = {(f,d) € R}"™ | there exists an z satisfying (2.14) — (2.16)}.

Let X = (27, dT)T and F(X) = (C(x)T, —A\(d)T)T. We can then rewrite VI
(2.29) in standard form (2.1).

By defining X = (f7, d¥)7 and F(X) = (c(f)7, —A(d)T)T, we can also put
VI (2.30) into standard form (2.1).
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It is interesting that Beckmann, McGuire, and Winsten (1956) formulated the elas-
tic demand network equilibrium problem [rather than the fixed one that was studied
by Dafermos and Sparrow (1969)] and considered both separable O/D pair disutility
functions and user link cost functions. Under such an assumption, Theorem 2.1 can
be applied. In particular, Beckmann, McGuire, and Winsten (1956) demonstrated
that the network equilibrium conditions as in (2.28) could be reformulated and solved
as the following convex optimization problem

Minimize Z /Ofa co(x)dr — Z /Odw Ao(y)dy (2.31)

acl weW

subject to: (f,d) € K, provided that ¢(f) and A(d) are continuously differentiable
and that V¢(f) and —V X are each positive semidefinite. Because both ¢(f) and A(d)
are separable functions in the standard model, we know that their respective Jacobian
matrices are always symmetric since they are diagonal matrices.

Note that in the elastic demand models (unlike in the fixed demand models), we
no longer have a compact feasible set; hence to obtain existence (and uniqueness)
results stronger assumptions are needed (c¢f. Theorems 2.3, 2.4, and 2.6).

Remark 2.2

It is interesting that Gartner (1980a, b) considered the separable elastic network
equilibrium problem satisfying conditions (2.28) and proved that such elastic demand
problems could be transformed into fixed demand problems using an excess overflow
formulation. The formulation consists of adding to the existing network an additional
path for each O/D pair w € W consisting of the single link a,, with an associated
cost of ¢,,, = Aw(dw — fa, ), Where d, is a fixed upper bound for the demand for
O/D pair w.

We now present an example of an elastic demand network equilibrium problem,
which we transform into a fixed demand problem.

Example 2.3: A U-O Elastic Demand Example with Separable User Link Cost
and Disutility Functions
Consider the first network depicted in Figure 2.3 in which there are three nodes 1. 2,
and 3; three links a, b, and ¢; and a single O/D pair w; = (1, 3). Let pathp; = (a.b)
and path p; = (a, ¢).

Assume that the user link cost functions are

ca(fa) =5fa+5, clfs)=f+7 clfe)=fc+5
and that the disutility function is
Awq () = —2d,, + 101,

It is easy to see that the unique path flow and associated link flow and demand
patterns satisfying the network equilibrium conditions (2.28) are

x, =5, x =T, fi=12, fr=5, fi=17 d, =12;

P2 wi
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— @ e

Figure 2.3: Network topology for Example 2.3 with elastic demand and its transfor-
mation into a fixed demand problem

with incurred user path costs and disutility

Cp (27) = ca(f7) + o fy) = Cpp (@) = ca(f3) + calf3) = 77 = Au, (d7,,)-

Of course, as noted, this elastic demand network equilibrium problem can be
transformed into a fixed demand network equilibrium problem. Refer to the second
network in Figure 2.3. Given that A, (dy,) = —2d,,, + 101, it is reasonable to
assume that d,,, = 503, in which case co,, = Aw, (dw; = fau,) = 2fa,,. If we
let path p3 denote the excess overflow path in the second network in Figure 2.3 and
assign a cost to its sole link a,,, of Cay, = 2 fawl, we can see that the network
equilibrium flow pattern for the fixed demand problem for the second network is

. 1
Ty =9, Ty, =T, I, :385;

[

1
fa=12, ff=5fr=7 fi 238—2-,
and Cp,, = Cp, = Cp, =T77.

Example 2.4: A U-O Elastic Demand Example with Asymmetric User Link Cost
and Disutility Functions

We now present an elastic demand network equilibrium problem with asymmetric
user link cost functions and disutility functions (see Figure 2.4). There are three
nodes 1, 2, and 3, and three links q, b, and c¢. The O/D pairs are w; = (1,2) and
wy = (1,3). The paths are for O/D pair w;: p; = a, and for O/D pair ws: pz = b
and p3 = (a,¢).

The user link cost functions are

ca(f) =5fa+2fo+5, clf)=fo+.5fc+7, cf)=4f+ fo+10,
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Figure 2.4: Network topology for Example 2.4

and the disutility functions are
Aw, (d) = —2dy;, — duwy, + 50, Aw,(d) = =3dy, — 2dy, + 57.
The unique network equilibrium solution, satisfying conditions (2.28), is

* * * o __
Ty, =95, z,, =10, z, =0,

fa=5 fy=10, f&=0,
dy,, =5, dy, =10
Indeed
Cp, (z%) = ca(f*) = Au, (d7) = 30

and

Cpa (&%) = co(f7) = Awp (d7) = 17 < Cpy (27) = ca(f7) + ce(f7) = 50.

Observe that this link flow and demand pattern satisfies variational inequality
(2.30). If we substitute the corresponding values for this example into (2.30), we

obtain

30(fa —5) + 17(fp — 10) + 20(f. — 0) — 30(dw, — 5) — 17(dw, — 10),

which, because of the conservation of flow equations, simplifies to

30(dw, —5) +17(fp —10) +20(fe = 0) = 30(dw, —5) = 17(fo+ fc—10) = 3f. = 0

because the path flows and hence the link flows, are always nonnegative.

The variational inequality in path flows [cf. (2.29)] for this problem is also satisfied
by the path flow and demand pattern because substitution of the corresponding values

into (2.29) yields

30(zp, — 5) + 17(xp, — 10) + 50(xp, — 0) — 30(du, — 5) — 17(duy —

which, with use of the conservation of flow equations, simplifies to

30(dw, — 5) + 17(zp, — 10) + 50z, — 30(dw, — 5) — 17(zp, + Tp, —

= 33z, > 0.

10),

10)
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2.3 CENTRALIZED DECISION-MAKING AND SYSTEM-OPTIMIZATION

We now consider centralized decision-making by which a central controller seeks
to determine the optimal nonnegative flows between O/D pairs of nodes that satisfy
the demands, but at minimal total cost. In such problems, there is a single objective
function to be optimized, subject to the constraints. As noted earlier, applications of
the system-optimized (S-O) problem occur not only in transportation and telecom-
munication but also in a variety of logistics settings, including military operations,
centralized supply chains, and even in the context of humanitarian logistics. We de-
velop specific S-O models, including multiproduct and multicriteria ones, in Chapters
8 through 10.

2.3.1 The System-Optimization (S-O) Models

As in Section 2.2.1, the network G = [N, L], the demands associated with the O/D
pairs and the user link cost functions are assumed as given. We first focus on the S-O
problem based on separable user link cost functions, that is, ¢, = ¢,{(fs), Ya € L,
for definiteness, and then consider more general user link cost functions as in (2.18)
and the associated total cost functions as described next.

The total cost on link a, denoted by é,(f,), is given by

éa(fa) = Ca(fa) X foy, Va€L, (2'32)

that is, the total cost on a link is equal to the user link cost on the link times the flow
on the link. As noted earlier, in the system-optimized problem, there exists a central
controller who seeks to minimize the total cost in the network system, where the total
cost is expressed as

S talfo) (2.33)

a€Ll

and the total cost on a link is given by expression (2.32).
The S-O problem is, thus, given by

Minimizesex:  »_ éalfa). (2.34)
a€l

The total cost on a path, denoted by C,, is the user cost on a path times the flow
on a path, that is

C,=Cpz,, VpeP, (2.35)

where the user cost on a path, C,, is given by (2.17). An alternative version of the S-O
problem can be stated in path flow variables only, where one has now the problem

Minimize, ¢ Z Cplx)xp. (2.36)
peEP
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2.3.2 System-Optimality Conditions

Under the assumption of convex (strictly convex) cost functions, the objective func-
tion (2.34) in the S-O problem is convex (strictly convex). The feasible set K2 is also
convex. Therefore, the optimality conditions, that is, the Kuhn-Tucker conditions
(see Dafermos and Sparrow (1969) and the appendix) are: For each O/D pairw € W
and each path p € P, the flow pattern = (and the corresponding link flow pattern
f), satisfying constraints (2.14) through (2.16), must satisfy

s, =, if xzp >0,
Cp(z) { >, if @, =0, (2.37)

where é’;,(x) denotes the marginal of the total cost on path p, given by

6ca fa
-y Yelle)s (2.38)
a€l a‘fa

and evaluated in (2.37) at the solution. The term 1, denotes the Lagrange multiplier
associated with constraint (2.14) for that O/D pair w.

Observe that conditions (2.37) may be rewritten so that there exists an ordering
of paths for each O/D pair whereby all used paths (i.e., those with positive flow)
have equal and minimal marginal total costs and the unused paths (i.e., those with
zero flow) have higher (or equal) marginal total costs than those of the used paths.
Hence, in the S-O problem, according to the optimality conditions (2.37), it is the
marginal of the total cost on each used path connecting an O/D pair that is equalized
and minimal.

Example 2.5: A S-O Fixed Demand Example with Separable User Link Cost
Functions
We now return to Example 2.1, but we determine the S-O pattern.

The system-optimized path flow pattern satisfying conditions (2.37) is given by
Zp, = 3, Tp, = 3, and xp, = 4, which corresponds to the link flow pattern f, = 3,
fo = 3,and f. = 4. The marginals of the total costs on the paths [cf. (2.38)] are

CA'ZI71 = é; =16, ézl)z = é/b = 16, CA’Z/73 — C“./C = 186.

Observe that the U-O flow pattern for this problem, which is f; =4, f;’ = 2, and
fr =4, is distinct from the S-O problem.

Consider now user link cost functions that are of the general form {[refer to (2.18)],
where the cost on a link may depend also on the flow on this as well as other flows
on the network, that is

ca =co{f), Ya€eL. (2.39)

The system-optimization problem in the case of nonseparable user link cost func-
tions becomes

Minimizesexz  éa(f), (2.40)
a€l
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where ¢,(f) = co(f) X fa,Va € L.
The system-optimality conditions remain as in (2.37), but now the marginal of the
total cost on a path becomes, in the more general case

=Y ag, D Sap, VpEP. (2.41)
a.bel fa

Of course, if the total link cost functions are strictly convex, then there is a unique
S-O link flow pattern.

Remark 2.3
One question that naturally arises is, under which user link cost functions, if any, is
the S-O solution the same as the U-O solution? This question is interesting because
in networks with such cost functions users would behave individually in a way that
is also optimal from a societal perspective. In a general network, for user link cost
functions given by

ca(fa) =t2f2, VaeccL, (2.42)

with t9 > 0, for all links a € £ and with 3 being a nonnegative constant, the U-O
link solution coincides with the S-O link solution. A simple proof follows. The
variational inequality formulation of the U-O problem for a network with such user
link cost functions (see Theorem 2.8) would take the form: Determine f* € K2,

such that
S W) % (fa—£3) 20, VfeK™ (2.43)

a€l

Because the total link cost functions are hence given by
Ca(fa) = ca(fa) X fo = tgfaﬂ X fa = t2f¢'16+1a Va € L,

we know that the corresponding variational inequality for the S-O problem (see
Proposition 2.2) would be: Determine f’ € K2, such that

SO+ DS % (fa— fi) 20, V' ek> (2.44)

a€l

Dividing inequality (2.44) through by (3 + 1), we obtain: Determine f' € K?
satisfying
ST x (fa— £1) 20, Vf €K, (2.45)
acl

which implies [see also (2.43)] that f* = f., for all links a € £, and the conclusion
follows.

Of course, for networks with special structure, the class of functions can be
broadened for the above equivalence to hold.

It is also interesting and relevant to observe that networks with user link cost
functions of the form (2.42) with 8 = 0 are uncongested networks because the
user cost on each of their links is independent of the flow on the link. Hence, in

[vww allitebooks.cond
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uncongested networks, the user link cost on any link is not an increasing function of
the flow but, rather, is fixed because ¢, = tg, for all links a € L. In view of the
result given earlier, we know that, in uncongested networks, the S-O link flow pattern
coincides with the U-O link flow pattern.

2.4 ALGORITHMS

In this section, we present equilibration algorithms [cf. Dafermos and Sparrow
(1969) and Nagurney (1999)]; the projection method [Dafermos (1983)]; the modified
projection method due to Korpelevich (1977); and the Euler-type method, which is
based on the general iterative scheme of Dupuis and Nagurney (1993).

2.4.1 Equilibration Algorithms

Equilibration algorithms for the solution of network problems with separable and
linear “user” link cost functions are presented in this section. We begin with the
equilibration algorithm for the U-O single O/D pair problem with fixed demand, and
then derive the analogue for the S-O problem. Both are, subsequently, generalized
to nw O/D pairs. The notation for the network problems is as in Sections 2.2.1 and
23.1.

The equilibration algorithms identify the most “expensive” used path for an O/D
‘pair and the “cheapest” path and equilibrate the cost for the two paths by reassigning
a portion of the flow from the most expensive path to the cheapest path. This process
continues until the solution is achieved to a prespecified tolerance. In the case of
linear and separable user link cost functions, that is, when the user cost on link a is
given by

ca(fa) = 9afa + hay Ga,ha >0, VaelL, (2.46)

this reassignment or reallocation process can be computed in closed form.

Assume for the time being that there is only a single O/D pair w; on a given
network. A U-O equilibration algorithm is now presented for the computation of the
equilibrium path and link flows satisfying conditions (2.19), where the conservation
of flow equations (2.14) through (2.16) are also satisfied by the solution pattern.

2.4.1.1 U-O Single O/D Pair Equilibration The statement of this algorithm
is as follows.

Step 0: Initialization

Construct an initial feasible path flow pattern, that is, a path flow pattern satisfying
(2.14) and (2.15) that induces a feasible link flow pattern through (2.16). Set the
iteration counter k = 1.

Step 1: Selection and Convergence Verification

Determine
r = {p|max,Cp, x’;_l > 0};

q = {p/min, Cp}.
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If |C, — C,) < e, for a prespecified tolerance € > 0, then stop; else, go to Step 2.

Step 2: Computation
Compute the following

[Cr — Cq]
Zaep ga(5aq - 5ar)2

A = min{A’, z571}

A =

(2.47)

Set
xh =gkl A x’;:mg_l—}—A,
k_ k-1
T,=z, , VpFqUr

Let k = k + 1 and return to Step 1.

2.4.1.2 S-0O Single O/D Pair Equilibration In a similar manner, we can
construct a S-O analogue as follows. The notation for the most expensive and
cheapest path is now within the context of the S-O problem. Hence, w.l.o.g., we
retain the path delimiters r and q.

Step 0: Initialization

Construct an initial feasible path flow pattern, that is, a path flow pattern satisfying
(2.14) and (2.15) that induces a feasible link flow pattern through (2.16). Set the
iteration counter k£ = 1.

Step 1: Selection and Convergence Verification
Determine

= {p|maxpé’;,, xﬁ_l > 0};
q = {p|min,C’}.
If |CA’; - C’;| < ¢, for a prespecified tolerance ¢ > 0, then stop; else, go to Step 2.

Step 2: Computation
Compute the following

(G- C]
Zaec 294(0aq —~ Sar)?

A = min{A’, z5"1}.

A=

(2.48)

Set:

Let k = k£ + 1 and return to Step 1.
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2.4.1.3 U-O Multiple O/D Pair Equilibration On a network in which there
are multiple O/D pairs, the single O/D pair U-O equilibration procedure (see Section
2.4.1.1) is applicable as well. We term Step 1 (without the convergence check) and
Step 2 in Section 2.4.1.1 as the equilibration operator E}j;o for a fixed O/D pair w;.

U-O General Equilibration
Let EV-0 = (EB;M? o(...(EY=9)))o...0 (EBI"O o(...0(EJO)N).

Wnyy
Step 0: Initialization

Construct a feasible path and link flow pattern. Set 7 = 1, where 7 represents an
iteration counter.

Step 1: U-O Equilibration

Apply EV~°. Note that EV~C equilibrates only one pair of paths for an O/D pair at
a time and continues working on a particular O/D pair until convergence is achieved
for that pair. One then moves to the next O/D pair, and so on.

Step 2: Convergence Verification
If|Cr, —Cq,.| <€ i=1,.,nw, for a prespecified tolerance, ¢ > 0, where

rw; = {plmaxpep, Cp, 1 > 0} i = 1,....nw, and qu, = {p|mingep,, Cp}:
i =1, ..., nw, then stop; else, let 7 = T + 1 and return to Step 1.

2.4.1.4 S-O Multiple O/D Pair Equilibration On a network in which there
are multiple O/D pairs, the single O/D pair S-O equilibration procedure (see Section
2.4.1.2) is also applicable. We term the S-O version of Step 1 (without the conver-
gence check) and Step 2 in Section 2.4.1.2 as the S-O equilibration operator E5 ¢
for a fixed O/D pair w;.

S-0 General Equilibration
Let ES-0 = (EE;S of... (EE;S/ Wo...o(ES-Oo(...0(ES7O))).

wy 1

Step 0: Initialization

Initialize the feasible flow pattern as in Step O for U-O General Equilibration. Set
T =1, where T represents an iteration counter.

Step 1: S-O Equilibration

Apply ES—©. Note that ES—© equilibrates one O/D pair before proceeding to the
next O/D pair, and so on.

Step 2: Convergence Verification
If|C, —C, | <ei=1,..,nw, fora prespecified tolerance, ¢ > 0, where

Tw, = {plmaxpepwi(:'l’,, el >0} i =1,..,nw, and qu, = {p(minpepwlé’;,};
i=1,...,nw, then stop; else, let 7 = T + 1 and return to Step 1.

The following convergence theorem is due to Dafermos and Sparrow (1969).
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Figure 2.5: Network topology for Example 2.6

Theorem 2.11: Convergence of the Equilibration Algorithms

The above equilibration algorithms are guaranteed to converge, respectively, to the
unique U-O flow solution, and to the unique S-O link flow solution, for the given user
link cost functions (2.46).

Example 2.6

We now present an example for which we compute both the U-O and the S-O flow
patterns using the respective general equilibration algorithm just given. The network
topology is depicted in Figure 2.5. The network consists of four nodes and five links.
The user link cost functions are

ca(fa) =6fa+1, clfe) =fo+4, clfe)=2f+3,

Cd(fd) =3fa+1, Ce(fe) =2fe+ 1L

The O/D pairs are w; = (1,2) and wy = (1,4), with demands d,,, = 40 and
d., = 80. The paths are p; = a, p2 = (e,d), p3 = b, and py = (e, c).

Both the U-O and the S-O general equilibration algorithms were implemented in
Fortran and the system used was a Unix system at the University of Massachusetts
Ambherst.

The computed U-O solution obtained via the U-O general equilibration algorithm:
the equilibrium path flows were

oy =19.7059, x}, =20.2941, =z =72.1176, 7, =7.8824,

and the equilibrium link flows were
fo =19.7059, fy =72.1176, fI =7.8824, f; =20.2941, f; =28.1765.

The user path costs for paths connecting the first O/D pair were C,, = Cp, =
119.2353. The user path costs for paths connecting the second O/D pair were
Cp, = Cp, = 76.1176.

The S-O solution, in turn, computed via the S-O general equilibration algorithm
was: the optimal path flows were

Tp, = 19.6569, z,, = 20.3431, m,, = 72.1373, =, = 7.8627,
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and the optimal link flows were
fo =19.6569, fp,=72.1373, f.=7.8627, fq=20.3431, f.=28.2059.

The marginal total costs evaluated at the S-O solution were as follows: For O/D
pair w;

¢l = (. = 236.8824;

for O/D pair wo
C;,a = C’l’,4 = 148.2745.

24.2 The Projection Method

The projection method is a special case of the general iterative scheme for the
solution of the VI problem (2.1) developed by Dafermos (1983). Its statement is as
follows, where 7, again, denotes an iteration counter. Note that variational inequality
problems are, typically, solved as series of optimization problems.

Step 0: Initialization
Start withan X% € K. Set 7 = 1.

Step 1: Construction and Computation
Compute X7 by solving the VI subproblem

(X7, xT HT x - xTy >0, VX €K, (2.49)

where g(X,y) = F(y) + %G(X — ), p>0,and G is a fixed (N x N) symmetric
positive definite matrix.

Note that at each step 7 of the projection method the subproblem (2.49) is
equivalent to

Minimizex cx %(XT, GX) + (pF(XTH —axT-HT, X). (2.50)

In particular, if G is selected to be a diagonal matrix, then (2.50) is a separable
quadratic programming problem.

Step 2: Convergence Verification
If max |XlT — XlT_lf < ¢, for all [, with € > 0, a prespecified tolerance, then stop;
else, set 7 = 7 + 1, and return to Step 1.

Theorem 2.12: Convergence of the Projection Method
Assume that

I - pG™EVXF(X)G 5| <1, VX €K, (2.51)

where 0 < p < 1 and isfixed. Then the sequence generated by the projection method
(2.49) converges to the solution of variational inequality (2.1).


http://

38 FUNDAMENTAL METHODOLOGIES, NETWORK MODELS, AND ALGORITHMS

2.4.3 The Modified Projection Method

A necessary condition for the convergence of the projection method is that F'(X)
is strictly monotone. However, such a condition may not be met. Of course, if the
projection method converges, then it converges to a solution of (2.1). The modified
projection method can be applied to solve VI (2.1), if the function F' that enters
the variational inequality problem satisfies monotonicity and Lipschitz continuity
conditions (provided that a solution exists).

We now present the modified projection method, where 7 denotes an iteration
counter.

Step 0: Initialization
Set X° € K. Let 7 = 1 and let o be a scalar such that 0 < o <
Lipschitz continuity constant [cf. (2.13)].

%, where L is the
Step 1: Computation
Compute X7 by solving the VI subproblem

(XT +aF(XTH) - XT 1 X - XT)>0, VXek. (2.52)

Step 2: Adaptation
Compute X7 by solving the VI subproblem

(XT+aF(XT)-XT 1 X-XT)y>0, VXeK. (2.53)

Step 3: Convergence Verification
If max | X7 — X7 7' < ¢, forall I, with ¢ > 0, a prespecified tolerance, then stop;
else, set 7 = 7 + 1, and return to Step 1.

Theorem 2.13: Convergence of the Modified Projection Method
If F(X) is monotone and Lipschitz continuous (and a solution exists), the modified
projection algorithm converges to a solution of variational inequality (2.1).

2.4.4 The Euler Method

In this section, we recall the Euler method, which can be applied to solve finite-
dimensional projected dynamic systems (PDSs) [see Dupuis and Nagurney (1993)
and Nagurney and Zhang (1996); see Sandholm, Dokumaci, and Lahkar (2008) for
applications of PDSs in evolutionary game theory]. Due to the equivalence between
the set of equilibria of a finite-dimensional PDS and the set of solutions to the
corresponding finite-dimensional VI problem [cf. Dupuis and Nagurney (1993)], the
algorithm can also be used to compute a solution that satisfies VI (2.1). We now
recall the algorithm.

Step 0: Initialization
Set X° € K. Let 7 = 1 and set the sequence {a7} sothat >, a7 = o0, a7 >0
forall 7, and a7 — 0 as 7 — oo.


http://

ALGORITHMS 39

Step 1: Computation
Compute X7 € K by solving the VI subproblem

(XT +arF(XTH)—-xT-Lx-XTy>0, VXK. (2.54)

Step 2: Convergence Verification
If | X T_.X T“1| < ¢, with € > 0, a prespecified tolerance, then stop; otherwise, set
T =T + 1, and return to Step 1.

It is worth comparing the iterative step of the Euler method (2.54) with the
corresponding step(s) of the modified projection method (2.52) and (2.53). First, the
modified projection method has a fixed step size o, whereas the Euler method uses
a diminishing step size a.7. In addition, the modified projection method focuses on
the solution of the VI problem, while the Euler method also provides an alternative
discrete-time approximation for the continuous-time PDSs. Moreover, note that the
subproblems (2.52), (2.53), and (2.54) are actually optimization problems similar to
(2.50). Note that the projection method (2.49) also has what may be interpreted as a
fixed step size.

For definiteness, we now recall the definition of a projection, along with a theo-
retical result, which helps fix the motivation behind the above projection methods.

Proposition 2.3
Let K be a closed set in RN, Then for each X € R, there is a unique pointy € K,
such that

and y is known as the orthogonal projection of X on the set K with respect to the
Euclidean norm, that is

y = PxX = argmin || X — z||. (2.56)

Theorem 2.14: Relationship between the Variational Inequality Problem and a
Fixed Point Problem
Assume that K is closed and convex. Then X* € K is a solution of the variational
inequality problem V1 (F, K) if and only if, for any v > 0, X* is a fixed point of the
map

Pc(I —7G):K— K,

that is
X* = Pe(X* —yF(X™)). (2.57)

In the subsequent theorem, due to Nagurney and Zhang (1997), the realization of
the Euler method [cf. (2.54)] for the solution of the fixed demand network equilibrium
problem, along with convergence results, is given.
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Theorem 2.15: Convergence of the Euler Method for Fixed Demand Network
Equilibrium Problems ’
Suppose that the user link cost functions c are strictly monotone (increasing) and that
the sequence o satisfies the conditions in the statement of the Euler method above.
Then the Euler method given by

27 = P (277 - arC@T™Y) (2.58)

converges to some network equilibrium path flow pattern satisfying variational in-
equality (2.20).

For the elastic demand network equilibrium problem with known disutility func-
tions, we have the following result, due to Nagurney and Zhang (1996).

Theorem 2.16: Convergence of the Euler Method for Elastic Demand Network
Equilibrium Problems with Given Disutility Functions
Suppose that the user link cost functions c are regular, that is, for every link a € L

ca(f) = 00, as fo — 00 (2.59)

holds uniformly true for all link flow patterns and that the vector c is also strictly
monotone (increasing) as is the vector —\. Then with the sequence {ar}, as in
the statement of the Euler method, the realization of the Euler method (due to the
simplicity of the underlying feasible set) given by

7 = rnabx{O,a:Z—‘1 + a7 (dT ™Y = CpxT~1))}, VpeP (2.60)

P

converges to some network equilibrium path flow pattern satisfying variational in-
equality (2.29).

‘We now present an elastic demand network equilibrium numerical example, which
is solved by the Euler method using the explicit formulae for the path flows at each
iteration given by (2.60).

Example 2.7

Consider the network given in Figure 2.6 consisting of three nodes and four links.
There is a single O/D pair w; = (1, 3) with four paths p; = (a,c), p2 = (a,d),
ps = (b, d), and ps = (b, ¢). The user link cost functions are

ca(f) =5fa +2fo +5, cb(f):4fb+fa+97
ce(f)=Tfc+ fat4, ca(f) =5fa+3f+12,
and the disutility function is
Aw, (d) = —2d,,, + 107.

The Euler method [cf. (2.60)] was implemented in Fortran and a Unix system at
the University of Massachusetts Amherst used for the computations. The algorithm
was initialized with all path flows and demand equal to zero. We set the sequence
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Figure 2.6: Network topology for Example 2.7

{ar}=1{1,3,3, 3,5, 3.-.-}. The convergence tolerance ¢ = .0001. The Euler
method converged in 65 iterations, yielding the following equilibrium path flow
pattern

z, =250, =z, =150, =z, =3.50, =z, =250,

p2 P4
with the corresponding equilibrium link flow pattern, which is unique

fr=4.00, ff =600, f=6.00 £ =4.00,

and unique equilibrium demand d;, = 10.00. The user path costs are C, = C, =
87.00, and these costs are equal to the disutility A,,, . Hence the network equilibrium
conditions (2.28) are, indeed, satisfied.

For completeness, in the next theorem, we provide the realization of the Euler
method for the solution of the network equilibrium problem with known demand
functions, along with convergence results. The theorem is due to Zhang and Nagurney
(1997).

Theorem 2.17: Convergence of the Euler Method for Elastic Demand Network
Equilibrium Problems with Given Demand Functions

Suppose that the link costs c are strictly monotone increasing in link flows and that
the demands d are strictly monotone decreasing in the disutilities ). In addition,
assume the following: There exist sufficiently large constants: My, M,, and M),
such that, for any w and p

dw(\) < Mg, VYA€ R™,
Mo € Cpl@), i mp > M,

dw(N) < D @p, i A > M.
pEPy,

Then the Euler method, given by

:cg = max{O,ac;,‘r‘1 +ar(\IT= —C,(z771)}, VpeP, (2.61)
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AL = max{0, AT +ar(de (AT = > 2l TN}, vwe W,  (262)
PEP,,

produces sequences {CL‘T, AT}, which converge to some network equilibrium path

flow, associated demand, and disutility pattern satisfying variational inequality
(2.25).

Example 2.7 Revisited
We return now to Example 2.7 but we considered that the demand function was given.
Hence we inverted the disutility function for w; and obtained the corresponding
demand function

du, (A) = =5y, + 53.50.

We retained the user link cost functions as in Example 2.7 and implemented the
Euler method in Fortran for the network equilibrium model with known demand
functions [cf. (2.61) and (2.62)]. We initialized the algorithm with path flows set to
zero and the initial disutility was also set to zero. The convergence tolerance € was as
in Example 2.6 but note that now successive computed path flows and the disutility
had to satisfy this convergence tolerance for convergence to be achieved. We used
the same {7 } sequence as in Example 2.6. As expected, given the above theoretical
results, the Euler method converged to the identical equilibrium link flow pattern as
obtained for Example 2.6 by the Euler method for known disutility functions.

Remark 2.4

Note that the realizations of the Euler method for the computation of solutions to the
fixed demand and elastic demand network equilibrium problems can be interpreted
as discrete-time adjustment processes.

2.4.4.1 An Exact Equilibration Algorithm For completeness and because it
will also be utilized in Chapter 6 for the solution of financial network subproblems, we
now provide an explicit statement of an exact equilibration algorithm [see Dafermos
and Sparrow (1969) and Nagurney (1999)]. It can be used to solve the subproblems
with a special network structure encountered in (2.58). Indeed, expression (2.58), due
to the definition of the projection in (2.56), is equivalent to the following quadratic

programming problem: Determine the vector of path flows 7 according to
1
2T = m}cq §<xT,$> — (T —arCET )T, 2). (2.63)
zE

In view of the feasible set K1, problem (2.63), in turn, can be decomposed into as
many subproblems as there are O/D pairs in the network problem, each of which is
a quadratic programming problem with a special structure that can be solved exactly
and in closed form using exact equilibration, which was proposed by Dafermos and
Sparrow (1969) and also noted by Nagurney and Zhang (1996). In particular, problem
(2.63) is equivalent to solving the following: For each O/D pair w, compute

L 1
Minimize 2 Z $12)+ Z hgzp (2.64)

PEP, pE P,
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:Llpl z xpnw

Figure 2.7: Network with special structure

subject to
dw =Y p, (2.65)
pEPy
zp >0, Vpe€P,, (2.66)
where
hl = arCp(a” 1) —a] . (2.67)

Observe that this problem for each O/D pair w is over a network of special structure,
in view of constraints (2.65) and (2.66). In particular, the specially structured network
has disjoint paths, that is, the paths have no linksin common. This is a notable feature
of the Euler method for fixed demand network problems in path flow variables.

We now state the exact equilibration algorithm for which the iteration counter
T is suppressed, for simplicity. It can be used to solve (2.64) through (2.67) and
can hence be embedded in the Euler method for fixed demand network problems
(discussed earlier) to compute network equilibrium solutions. The special network
structure, in turn, is depicted in Figure 2.7.

An Exact Equilibration Algorithm for O/D pair w

Step 0: Sort

Sort the fixed cost terms, hp,; p € P,,, in nondescending order, and relabel accordingly.
Assume, from this point on, that they are relabeled. Set by, +1 = 00, where n,,
denotes the number of paths in O/D pair w. Setp = 1.

Step 1: Computation
Compute

P b+ dy
3 = Z_mlsz, (2.68)

Step 2: Evaluation
If hy < AB, < hpy1, then stop; set ¢ = p, and go to Step 3. Otherwise, letp = p+1,
and return to Step 1.
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Step 3: Update
Set
Tp=AL —h,, p=1,...,¢; (2.69)

2, =0, p=q+1,... 1. (2.70)

Throughout this book we include, as appropriate, instances of the implementation
of specific algorithms, whether done in Fortran or MATLAB (www.mathworks.com),
to demonstrate the flexibility of the various algorithmic schemes and the ease of their
implementation. In addition, for a wide range of numerical examples we also provide
information about the initialization of the algorithms and the convergence tolerances,
for reproducibility purposes.

2.5 SOURCES AND NOTES

In this chapter we laid the foundations for the subsequent chapters in the book. The
appendix contains additional mathematical fundamentals with a focus on optimization
theory. Proofs of the variational inequality theorems in this chapter can be found in
Kinderlehrer and Stampacchia (1980) and Nagurney (1999). This chapter contains
examples to help the reader familiarize himself or herself with the material. The
explicated algorithms have the advantage of being easy to implement, have been used
to solve numerous network problems, and are also used in this book.

Clearly, the overall efficiency of a given variational inequality algorithm will
depend on the optimization algorithm used to solve the encountered subproblems [cf.
(2.50), (2.52), (2.53), and (2.54)]; hence it is important that the network structure
of the underlying problems be exploited for efficiency purposes. Of course, if the
feasible set X underlying the variational inequality problem is simply the nonnegative
orthant, then the solutions to (2.50), (2.52), (2.53), and (2.54) can be obtained via
explicit formulae (as was done in (2.60), and in (2.61) and (2.62), for the Euler
method for the respective network equilibrium model with elastic demands).

Indeed, in practice, and as mentioned earlier, network problems may be (very)
large-scale. For example, in the context of transportation networks, the subject of
Chapter 4, available datasets for urban transportation networks may consist of tens
of thousands of nodes and tens of thousands of links; see the datasets maintained and
made available by Bar-Gera (2008). For such large-scale networks, paths joining a
given O/D pair may be generated as needed using, for example, column generation
techniques [Leventhal, Nemhauser, and Trotter (1973)].

Remark 2.1 merits further elaboration. We have chosen to present, for simplicity
and clarity of exposition, the network models in this chapter for single-modal, single-
class networks. In the context of transportation networks, for example, single-modal
would correspond to a single mode of transportation and, similarly, single-class
would correspond to a single class of network user. However, we emphasize that the
framework is sufficiently general to also capture multimodal/multiclass interactions
on networks. In multimodal networks, there would be different modes of transport,
for example, or different classes of users, with each one perceiving the cost on the
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links in a particular way. Hence in multimodal/multiclass networks, each mode or
class of user would be characterized by mode or class specific link cost functions to
reflect the perception of cost associated with traversing a link. One could explicitly
state the models in such a format, which would be done, for example, in the elastic
demand network equilibrium case [see, e.g., Dafermos (1982)] by constructing mul-
tidimensional vectors of the notation to correspond to multiple modes or classes. Of
course, the network equilibrium conditions would have to hold then for each class or
mode of user in the network. As Remark 2.1 states, one can transform multimodal
and multiclass networks into single-modal/single-class, but, extended, networks by
making as many copies of the network as there are modes or classes and by defining
the demands, costs, and flows accordingly on the expanded network(s). The cost on
a link would then generally depend not just on its own flow.

The result in Remark 2.3 was originally noted in Dafermos and Sparrow (1969).
Here we provide a proof using variational inequality theory, which makes the result
more transparent.

Those interested in further background reading on the traffic assignment or trans-
portation network equilibrium problem, along with additional models and algo-
rithms, are referred to Patriksson (1994). Additional references to and background
on projected dynamical systems and variational inequality problems can be found
in Nagurney and Zhang (1996). For those interested in a focused book on dynamic
transportation networks, see Ran and Boyce (1996). For a historical perspective on
user-optimized problems and algorithms, see Boyce, Mahmassani, and Nagurney
(2005).


http://

This Page Intentionally Left Blank


http://

CHAPTER 3

NETWORK PERFORMANCE
MEASUREMENT AND ROBUSTNESS
ANALYSIS

Who is the most important individual in an organization? Which manufacturing plant
is the most critical to a supply chain? Which bank, if it were to fail, would cause the
greatest economic impact? Which bridge or road if it were to deteriorate or become
untraversable would affect the vehicular flows in the immediate region (and beyond)
the most? Which Internet link, if destroyed, would disrupt communications in a major
way? Such questions in seemingly disparate systems actually have much in common,
and their answers become possible once one identifies not only the underlying net-
work structure of the given system, but, also, the appropriate network performance
measure. Indeed, it is only when the performance of a network can be adequately
assessed that can one begin to identify which nodes and links truly matter in that
their deterioration or outright removal will make the greatest impact. The importance
identification and the rankings of nodes and links in a network provide essential and
invaluable information to decision-makers, including executives, managers, plan-
ners, government officials, network designers, engineers, and policymakers. Such
crucial information, obtained in a theoretically rigorous and quantitative way, allows
decision-makers to determine a priori which network components should be better
maintained and secured because their reduction in service (or outright elimination
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due to structural failures, natural disasters, planned attacks, etc.) will affect network
performance to a greater degree than that of other network components.

In this chapter, we provide a unified approach to network performance and ef-
ficiency measurement. Our perspective explicitly acknowledges that different net-
works may operate under different decision-making constructs, as revealed in Chapter
2. In networks that are under centralized operation, one has outright control of the
flows. This may be the underlying behavioral mechanism, for example, in specific
freight networks and in supply chain networks in which a firm owns its own manu-
facturing plants and distribution centers, and supplies the particular retailers with its
products. In the former application, the central controller may route the freight flows
through the network in a system-optimizing fashion. In the latter application, the
product flows may be allocated/routed through the various economic link activities
to minimize total cost while satisfying the demand for the products.

On the other hand, in congested urban transportation networks, travelers select
their routes of travel between origin and destination pairs of nodes unilaterally in a
decentralized manner until they, acting independently, cannot improve on their situa-
tion, as measured by the travel time or cost on used paths. The underlying behavioral
principle, as discussed in Chapter 2, would hence be that of user-optimization (U-
O) or network equilibrium, and the network would operate under a decentralized
decision-making principle. Furthermore, in the case of economic decision-makers
interacting with one another, there may be competition across a tier of the network
(as in financial networks) but cooperation between tiers of the network; similar be-
havior may be associated with decision-makers in supply chains who own either
manufacturing plants or distribution centers, for example, and must interact with one
another so that the consumers at the demand markets are ultimately supplied with the
products.

Consequently, in network systems, there may exist 1). a single, centralized
decision-maker; 2). numerous decision-makers, acting individually in a decentralized
manner, as in large-scale urban transportation networks; or 3). asmaller, finite number
of decision-makers, such as firms, interacting, and competing and cooperating with
one another, as appropriate, in a given network setting. The decision-makers or agents
are characterized by their own respective objectives, their respective constraints, and
their behavior results in flows on the networks with associated incurred costs, profits,
etc. Hence, to appropriately assess the performance of a network one must capture
not only the underlying network topology, that is, the nodes and links and their
connections, but also the underlying behavioral and economic constructs and the
induced flows. The graph alone, consisting solely of nodes and links and representing
an organization, a transportation, or logistical network such as a supply chain, a
telecommunication network, or even an electric power network or financial network
is not sufficient to capture the performance of a complex network.

This chapter uses the fundamental models of network decision-making described
in Chapter 2. In Section 3.1, we present some preliminaries in terms of network per-
formance measurement and network component importance identification. In Section
3.2, we introduce a novel unified (in that it can handle either fixed demands or elastic
demands) network performance measure, based on decentralized decision-making
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under network equilibrium that can be used to assess the efficiency/performance of
a network in the case of either fixed or elastic demands. Such a measure is needed
for many different applications, ranging from transportation networks, which we
explore in Chapter 4, to decentralized supply chain networks, which we study in
Chapter 5, and even in financial networks, the subject of Chapter 6. Again, we em-
phasize that only when the performance of a network can be quantifiably measured
can the network be appropriately managed. Moreover, as we demonstrate in this
chapter, the unified network performance measure, which captures flow information
and behavior, allows one to determine the criticality of various nodes (as well as
links) through the identification of their importance and ranking, under decentralized
decision-making behavior. Furthermore, we present specific networks for which the
network efficiency is computed along with the importance rankings of the nodes and
links. The ranking results are compared to those using the measure of Latora and
Marchiori (2001, 2002, 2003, 2004), who investigated the MBTA subway system in
Boston and the Internet, and the advantages demonstrated.

We then turn, in Section 3.3, to the examination of network robustness, within
the framework of the performance measure introduced in Section 3.2. The concept
of system robustness has been studied in both computer science and in engineering.
According to the Institute of Electrical and Electronic Engineers (1990), robustness
can be defined as “the degree to which a system or component can function correctly
in the presence of invalid inputs or stressful environmental conditions.” Gribble
(2001) defined system robustness as “the ability of a system to continue to operate
correctly across a wide range of operational conditions, and to fail gracefully outside
of that range.” Ali et al. (2003) considered an allocation mapping to be robust
if it “guarantees the maintenance of certain desired system characteristics despite
fluctuations in the behavior of its component parts or its environment.” Schillo et
al. (2001) argued that robustness has to be studied “in relation to some definition of
performance measure.” According to Holmgren (2007): “Robustness signifies that
the system will retain its system structure (function) intact (remain unchanged or
nearly unchanged) when exposed to perturbations.”

In addition, the physics research on complex networks has also examined network
robustness according to different network measures and the accompanying degra-
dation of network performance in the presence of attacks on the network; see, for
example, Albert, Jeong, and Barabdsi (2000). However, the focus of that research
has been on the impact of the removal of nodes on networks, whereas in this chap-
ter, in terms of network robustness, we focus on the degradation of links through
reductions in their capacities and the effects on the induced costs under different
functional forms for the links. Hence, when we formalize the measures for network
robustness, we are not concerned directly with extreme events that may lead to the
removal of nodes and links from the network but, rather, with the deterioration of
the network infrastructure, such as roads, Internet links, electric power transmission
lines, etc., through changes in the link practical capacities. Of course, we also assess
and quantify, in Section 3.2, the outright removal of nodes and links, which may
occur because of extreme events, and the associated impacts in terms of performance
degradation.
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It is worth noting that there is a literature in robust optimization, which is a
mathematical approach to deal with uncertainty and, in particular, when a problem’s
data may be known only within certain bounds. Robustness is a well-known concept
in control, and the subject of robust optimization dates to the pioneering work of
Soyster (1973) and Ben-Tal and Nemirovsky (1998, 1999). Here, however, we deal
with specific link functional forms, which are assumed to be known, and we vary the
link capacities.

Specifically, we propose, in Section 3.3, a network robustness measure based
on the decentralized network performance measure of Section 3.2, by assuming
that links in the particular network are characterized by user link cost functions in
which the capacities of each link are embedded in the link cost function. Such link
cost functions are used both in transportation networks and in telecommunication
networks. We also derive some lower bounds for the robustness of certain networks
of special structure.

Subsequently, in Section 3.4, we study network robustness from a different per-
spective, that of rotal network cost. In particular, we construct relative total cost
indices that can be used to assess network robustness, in this context, and which can
be evaluated at either U-O or S-O solution flows. For completeness, we also identify
the relationship between the ratio of the proposed indices and the price of anarchy
[cf. Roughgarden (2005)], which has received much attention in both the computer
science and transportation science literature, in which networks play a pivotal role in
problem formulation and solution.

Throughout this chapter, we provide illustrative examples, including variants of
the classical Braess paradox (1968) example, to cement the concepts and tools.

3.1 SOME PRELIMINARIES AND NETWORK CENTRALITY
MEASURES

As noted in the complex network literature by Barrat et al. (2004), “The identification
of the most central nodes in the system is a major issue in network characterization.”
The centrality property of a network has important implications for determining
network vulnerability. Only when we are furnished with a better understanding of
the critical network components can we protect the network more effectively.

Many studies have addressed centrality in networks beginning with contributions
in sociology. Specifically, the degree, shortest-path betweenness, and closeness have
been widely applied node centrality measures [cf. Freeman (1979)]. The node degree
is the number of links connecting with the node. The shortest-path betweenness of
a particular node, in turn, is the ratio between the number of the shortest paths
that use that particular node and the total number of shortest paths in a network.
The larger the degree or the betweenness of a node, it has been argued, the more
important that particular node is to the network. However, the degree centrality is
considered to be a local measure because it is determined only by the number of its
neighbors [Koschiitzki et al. (2005)]. The closeness of a node, on the other hand,
is the reciprocal of the mean geodesic distance (i.e., the shortest path) between a
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node and all other nodes reachable from that node. A small value of the closeness
indicates the central role of a node in a network. Another interpretation of this type
of closeness is that, given shorter distances from a node to other nodes, the easier it
is for communication purposes.

Besides these commonly used centrality measures, there are other centrality mea-
sures that focus on different aspects of a network. According to eigenvector centrality
[Bonacich (1972)], a node acquires a high eigenvector centrality either by being con-
nected to a lot of others (as with degree centrality) or by being connected to others
that themselves are highly central. Flow centrality [cf. Freeman, Borgatti, and White
(1991)] and betweenness centrality using flows [see Izquierdo and Hanneman (2006)]
evaluate the importance of a node by measuring the amount of flow passing through
the node, assuming a maximum flow network model. Although the flow centrality
measure takes into consideration network flows, it does not capture behavior and link
flow adjustment gfter the removal of network components (as our network measure
does). Moreover, to extend the centrality study to edges/links in networks, edge
betweenness has been applied to study social and biological networks [see Girvan
and Newman (2002) and Holme and Kim (2002)]. Similar to node betweenness,
edge betweenness is the number of geodesic shortest paths between nodes that pass
along the edge of the network.

All the above noted centrality measures are for nonweighted networks, that is,
networks that use solely binary variables to indicate the existence of a connection
between a pair of nodes with no associated weights on the links. Recently, some
complex network researchers have argued that different weights should be assigned
on each link joining a pair of nodes to capture the relationships and flows between
different nodes [cf. Yook et al. (2001), Barrat et al. (2004), Newman (2004), and
Barrat, Barthélémy, and Vespignani (2005)]. These types of networks are referred to
as weighted networks. As indicated by Barrat et al. (2004), “networks are specified
not only by their topology but also by the dynamics of information or traffic flow
taking place on the structure. The amount of traffic characterizing the connections in
communication systems and large transport infrastructures is fundamental for a full
description of these networks.”

Nevertheless, there exist very few centrality measures for weighted networks.
Newman (2004) proposed a simple mapping method to adapt the existing centrality
measures for nonweighted networks to that of weighted networks. Dall’Asta et
al. (2006) defined the weighted betweenness centrality measure by including such
information as the traffic between each pair of nodes in a network. However, although
claimed by the authors that the weighted betweenness centrality consists of economic
factors, the measure does not include decision-maker behavior and cost information,
which are the important properties of many real-world large-scale networks. Because
our unified network measure will be compared to the network efficiency measure of
Latora and Marchiori (2001, 2002, 2003, 2004), we now briefly review their measure.
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diz =d21 =5 dos =dsa =4

dis =ds1 =3
Figure 3.1: Network topology for Example 3.1

The Latora and Marchiori Network Measure
The Latora and Marchiori network efficiency measure, E(G), of a network G is

defined as . )
E=E@) =-—F—= Y —, (3.1)
n(n — 1) it €G dij

where n is the number of nodes in G and d;; is the shortest path length (the geodesic
distance) between nodes ¢ and j. For simplicity, in this chapter we refer to the Latora
and Marchiori measure as E.

The E measure is a network centrality measure that examines how the function
of a network deteriorates once a certain network component is removed from the
network. Note that according to (3.1) a network is considered to be more efficient
and hence to have a better performance if the distances between pairs of nodes are
smaller. Typically, a given link need not be directed, that is, represented by an arrow,
and hence the distance d;; = d;; for all pairs of distinct nodes (i, j).

Example 3.1

As an illustration, we now present a small example. For the network in Figure 3.1
(with distances denoted above the particular links), the efficiency b?:a%i%iﬁl——“li%ii
=14—go = .2611. The degree of each node in this network is 2 because each node has
two links connected to it. Therefore, all three nodes are equally important in this
network in terms of the degree measure. The shortest-path betweenness for each
node is 0 because each node is directly connected to every other node (without using
any intermediate nodes). All three nodes hence are also equally important when
evaluated by the shortest-path betweenness measure. The closeness measure, in turn,
for the nodes is % = 4 for node 1; 5—2+—4 = 4.5 for node 2, and % = 3.5 for
node 3. Node 3 has the closest average distance to the other nodes in the network;

consequently, it is the most important node if the closeness measure is used.

Besides using network efficiency to assess the performance of a network, closeness
can also be used to evaluate the functionality of a network [cf. Koschiitzki et al.
(2005)]. However, such an approach is based on the assumption that the network
is connected after the removal of a network component. We do not make such a
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restrictive assumption in the definition of our unified network performance measure
for decentralized networks. Indeed, following a disaster, be it a natural one or not,
one may expect that pairs of origin and destination nodes may very well become
disconnected.

3.2 A UNIFIED NETWORK PERFORMANCE MEASURE BASED ON
DECENTRALIZED DECISION-MAKING

Here we propose a new, unified network performance/efficiency measure that, as we
will demonstrate, is applicable and relevant to the case of either fixed demands or
elastic demands. This measure assumes decentralized decision-making behavior on
the network.

Definition 3.1: A Unified Network Performance Measure
The nerwork performance/efficiency measure, £(G, d), for a given network topology
G and the fixed (or, in the elastic case, equilibrium) demand vector d, is defined as

Jfollows

dy
EwEVV Xt_

nw

E=¢£(G,d)= (3.2)
where nyw is the number of O/D pairs in the network, and d,, and A\, denote, for
simplicity, the fixed (or equilibrium) demand and the equilibrium disutility for O/D
pair w, respectively (see Section 2.2).

The equilibrium disutilities A,,, w € W, are assumed to be positive in both fixed-
demand and elastic-demand networks, which is reasonable for most networks with
commonly used link cost functions. Therefore, the network performance measure in
(3.2) is well-defined.

For concreteness, we now interpret the measure £ given by (3.2) in terms of
transportation networks. The demand d,, is measured over a period of time, such
as an hour, whereas \,, is the minimum equilibrium travel cost (or time) associated
with the O/D pair w. Suppose that we have only a single O/D pair w in the network,
and that the d,, = 100 vehicles with A, = .5 hour. Then £ = 200 (vehicles/hour).
Consequently, the network can process, in effect, 200 vehicles in the hour. If A,
was, instead, 1 hour, then the efficiency £ would be 100 (vehicles/hour), and this
network would be half as efficient as the original network. Depending on the network
under consideration, the unit of measurement would correspond to the type of flow
on the network. For general networks, the performance/efficiency measure £ defined
in (3.2) is actually the average demand to price ratio. When G and d are fixed, a
network is more efficient if it can satisfy a higher demand at a lower price.

It is interesting that we demonstrate in the following theorem that, under certain
assumptions, the measure £ collapses to the E measure (3.1), which, however,
considers neither explicit demands nor flows!


http://

54 NETWORK PERFORMANCE MEASUREMENT AND ROBUSTNESS ANALYSIS

Theorem 3.1

If positive demands exist for all pairs of nodes in the network G, and each of these
demands is equal to 1 and if d;; is set equal to Ay, where w = (i, j), forallw € W
then the £ measure (3.2) and the E measure (3.1) are one and the same.

Proof: Let n be the number of nodes in G. Hence the total number of O/D pairs,
nw, is equal to n(n — 1) given the assumption that there exist positive demands for
all pairs of nodes in G. Furthermore, by assumption, we have d,, = 1, Yw € W,
w = (4, ), and d;; = A, where i # j, Vi, j € G. Also, an implicit assumption is
that each pair of nodes is connected by a directed linkand d;; = d;;;¢ # 7, Vi,j € G.
Then the E measure becomes as follows.

1 da
E=EG) = 1 E i _ Zi;ﬁjeg diy _ ZwEVV Au £ (3.3)
n{n—1) s di; nw nw ' ’

The conclusion, thus, follows.

Note that [see (2.19), (2.23), and (2.28)] according to its definition \,, is the
equilibrium disutility or, given the network equilibrium conditions, in effect, the
value of the “shortest path” for O/D pair w (assuming that at least one path is used),
and d;; is the shortest path length (the geodesic distance) between nodes 7 and j.
Therefore, the assumption of d;; being equal to A, is not unreasonable. The £
measure, however, is a more general measure because it also captures the flows on
the network through the disutilities, costs, and the demands.

Furthermore, we note that in the F measure, there is no information regarding
the demand for each O/D pair. Therefore, n(n — 1) can be interpreted as the total
possible number of O/D pairs regardless of whether there exists a demand for a pair
of nodes or not. However, because our measure £ is an average network efficiency
measure, it does not make sense to count a pair of nodes that has no associated
demand in the computation of the network efficiency. Therefore, the number of O/D
pairs, ny, is more appropriate as a divisor in the £ measure than n(n—1). Of course,
if there is a positive associated demand between all pairs of nodes in the network
then nyw = n(n — 1).

In the £ measure (3.2), the elimination of a link is treated by removing that link
from the network while the removal of a node is managed by removing the links
entering or exiting that node. If the removal results in no path connecting an O/D
pair, we simply assign the demand for that O/D pair (either fixed or elastic) to an
abstract path with a cost of infinity.

3.2.1 A Desirable Property of the Network Performance Measure

Before we present the definition of importance of a network component, we state a
desirable and important property of any network performance measure in the case of
elastic (or fixed) demands and decentralized, user-optimizing behavior.
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Desirable Network Performance Property
The performance/efficiency measure for a given network should be nonincreasing
with respect to the equilibrium disutility for each O/D pair, holding the equilibrium
disutilities for the other O/D pairs constant.

In a network with elastic demands, when there is a disconnected O/D pair w, we
have, from the above discussion, that the assoctated “path cost” of the abstract path,
say, r, Cr.(x*), is equal to infinity. If the disutility functions are known, as discussed
in Section 2.2 of Chapter 2, according to equilibrium condition (2.28), we then have
Cr{z*) > Ay(d*), and hence z* = 0, so that d, = 0, which leads to the conclusion
d* /Aw = 0. Therefore, the disconnected O/D pair w makes a zero “contribution” to
the efficiency measure and the £ measure is well-defined in both the fixed and elastic
demand cases. The above procedure(s) for handling disconnected O/D pairs will be
illustrated by examples in Sections 3.2.4 and 3.2.5, when we compute the importance
of the network components and their rankings.

We believe that this feature of the unified performance measure is essential. In
reality, it is relevant to investigate the efficiency of a large-scale network even in the
case of disconnected O/D pairs. A measure with such adaptability and flexibility can
enable the study of the performance of a wider range of networks, especially when
evaluating networks under disruptions. Moreover, it also allows us to investigate the
criticality of various network components without worrying about the connectivity
assumption. Notably, Latora and Marchiori (2001) also mentioned this important
characteristic, which gives their measure an attractive property over the measure
used for the small-world model [cf. Watts and Strogatz (1998)].

A network, be it a transportation network or a supply chain network or an eco-
nomic/financial network, is characterized by its topology, its vector of demands
(either fixed or elastic), and associated costs. To evaluate the importance of nodes
and links of a network, the examination of only the topology of the network is in-
sufficient. A reasonable measure should capture the efficiency deterioration with the
increase of path costs in a network. Let us examine whether the measure in (3.2) has
such a feature. Assume that the disutility functions are, again, known. The disutility
function for each w € W is assumed to depend, for the sake of generality, on the
entire demand vector. With the assumption of the equilibrium disutilities for all the
other O/D pairs being held constant, the partial derivative of £(G, d) in (3.2) in regard
to A, for the network with elastic demands is then given as follows

—d (a)\w(d) )—-1
096G, d) _ Tu(dr + Lvew @
Oy nw .

(3.4)

Given the assumptions thatd,, > 0, A,, > 0, and %ﬁd{‘f < 0, Yv € W, itisobvious
that £(G, d) in (3.2) is a nonincreasing function of A, Vw € W.

Hence the unified network performance/efficiency measure £ has the desirable
property discussed earlier.


http://

56 NETWORK PERFORMANCE MEASUREMENT AND ROBUSTNESS ANALYSIS

3.2.2 The Importance of Network Components

With the network performance/efficiency measure £, we are ready to investigate ihe
importance of network components by studying their effect on network efficiency
through their removal. Network efficiency can be expected to deteriorate when a
critical network component is eliminated from the network. Such a component can
include a link or a node or a subset of nodes and links, depending on the network
problem under study. Furthermore, the removal of a critical network component will
cause a more severe impact than that of a trivial one. Hence similar to the definition
of importance of network components in Latora and Marchiori (2001), we define the
importance of a network component as follows.

Definition 3.2: Importance of a Network Component
The importance of a network component g € G, 1(g), is measured by the relative
network efficiency drop after g is removed from the network

_ é_‘c/_' _ g(gvd) —S(g—g,d)
o) === £(G, d)

(3.5)

where G — g is the resulting network after component g is removed from network G.

Recall that in the £ measure the elimination of a link is treated by removing that
link from the network while the removal of a node is managed by removing the links
entering or exiting that node. If the removal results in no path connecting an O/D
pair, we simply assign the demand for that O/D pair (either fixed or elastic) to an
abstract path with a cost of infinity. The upper bound of the importance of a network
component is 1. The higher the importance value (3.5), the more important that
network component is.

3.2.3 Numerical Examples

Two network examples are now presented for which the unified network perfor-
mance/efficiency measure is computed. The first example, reported in Section 3.2.3.1,
is a fixed demand example, whereas the second example, given in Section 3.2.3.2,
is an elastic demand example. Moreover, the importance of individual nodes and
links are determined, ranked, and compared by using both the £ measure and the £
measure. In the following examples, we assume that d;; in the £ measure is equal
to Ay, where w = (4, j) for w € W. Note that if a pair of nodes (i, j) becomes
disconnected, then according to the £ measure, d;; = oo and hence %j =0, in that
case. We also, for definiteness, use n_(nl—_lj as in (3.1) when applying the E measure
rather than ny as in (3.2).

To further illustrate that the amount of flow has an effect on the importance
rankings of network components, in Section 3.2.4, we apply the £ network perfor-
mance measure to study the link/node importance in the Braess network with varying
demand.
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Figure 3.2: Network for Examples 3.2 and 3.3

3.2.3.1 A Fixed Demand Example We now present a fixed demand network
example (see Section 2.2.1) for which we determine the network efficiency using the
measures (3.2) and (3.1).

Example 3.2: A Network with Fixed Demands
Example 3.2 is a fixed demand network equilibrium problem with the topology given
in Figure 3.2.

There are two O/D pairs in the network given by wy = (1,4) and wq = (1, 5).
There are two paths connecting each O/D pair:
for O/D pair w;

p1 = (a,c). p2 = (be),
for O/D pair wo
ps = (a,d), pa= (b, f).
The user link cost functions are as follows

ca(fa) = fa, c(fo) = fo, cc(fe) = fe, calfa) = fa, ce(fe) = fe, Cf(ff) = fr.

The fixed demands for the O/D pairs w; and w; are d,,, = 100 and d,,, = 20.
The equilibrium path flow solution for this network is

zX =50, 28 =50, 2%, =10, z*, = 10,

m P2 3 P4
with the equilibrium link flow solution being
fo =60, fy=60, fI=50, f3=10, f2=50, f;=10,
and the associated disutilities
Aw, = 110, Ay, =T0.
The network performance/efficiency using £ for Example 3.2 is then given by

1 [d d 100 4 20
G, d) = — |Zwi y Zwa | _ T10 T 70 _ 5974
(G,d) - [/\w1+/\w2] s 597
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Table 3.1: Importance and ranking of links for Example 3.2

& Measure E Measure
Importance | Importance | Importance | Importance
Link Value Ranking Value Ranking
a .5000 { — —
b .5000 1 — —
c .1630 2 — —
d 0422 3 5119 1
e .1630 2 — —
f 0422 3 5119 1

Table 3.2: Importance and ranking of nodes for Example 3.2

& Measure E Measure
Importance | Importance | Importance | Importance
Node Value Ranking Value Ranking
1 1.0000 1 — —
2 5000 2 7303 1
3 .5000 2 7303 1
4 .1630 3 -.5166 3
5 .1630 3 6967 2

The efficiency according to the E' measure for Example 3.2 is

1 1 1 1 1 1 1 1 1
E g = —_— | — — R [ _ —_— —_— —_—
© n(n—1) I:dlg diz  dig dis  dag  dys  dyg dsJ

111 1+1 1 1 1 1 1
70

© 2060 60 110 METRETI-T 10} = 0l48.

The importance of links and nodes and their rankings for Example 3.2 are reported,
respectively, in Tables 3.1 and 3.2; see also Latora and Marchiori (2004). Note that
Latora and Marchiori (2004) defined the importance of a network component as
I(9) = E(G) — E(G — g) = AE, but they use I(g) = 5£ in their calculations,
which we do as well when we compare the £ measure to the E measure.

Moreover, note that in the above link and node ranking results the importance
values (and hence their rankings) of links a, b, ¢, and e, and node 1 are not defined
for the £ measure. This is because the cost functions of all the links depend solely
on the flow on the respective link (and do not have any fixed cost terms). Take link
a for example: the removal of link q is treated by removing it from the network (see
Section 3.1). But the cost on links ¢ and d will be zero because of the cost structure
on the link, which makes the E measure undefined. However, our measure £ is still
well-defined with the removal of link a.
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Table 3.3: Importance and ranking of links for Example 3.3

& Measure E Measure
Importance | Importance | Importance | Importance
Link Value Ranking Value Ranking
a 5327 | — —
b 5327 1 — —
c 1475 2 — —
d 0533 3 4516 1
e .1475 2 — —
f 0533 3 4516 1

Table 3.4: Importance and ranking of nodes for Example 3.3

& Measure E Measure
Importance | Importance | Importance | Importance
Node Value Ranking Value Ranking
1 1.0000 1 — —
2 5327 2 2775 2
3 5327 2 2775 2
4 1475 3 .3509 1
5 1475 3 3509 1

3.2.3.2 An Elastic Demand Network Example As discussed in Section
3.2.1, the network measure £ can also be used to gauge the efficiency/performance
of networks with elastic demands. This is illustrated by Example 3.3.

Example 3.3: A Network with Elastic Demands

We return now to Example 3.2. However, we now let the demand for O/D pairs
w; and wy be elastic, so that the problem is as described in Section 2.2.2, with the
following disutility functions

Aw, (A, ) = —dw, + 100, Ay, (dw,) = —duw, +40.
It is easy to calculate the equilibrium path flow solution
=24, X =24, x> =4, x5 =4,
the equilibrium link flow solution
fi=28, f;=28, fr=24, fi=4, [I=24, [j=4,
and the equilibrium demands

i, =48, d,, =8,
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so that the incurred disutilities are
Aw, =52, Ay, = 32.

The network performance/efficiency for Example 3.3, according to £ is hence

48 8
1 [iﬂ+fl_zu_z] _ 527735 _ pegr

5(Q,d)=;l‘v; or T R 5

The efficiency according to the E measure is

E(G) = 1 [1 1 1 1 1 1 1 1}

|ttt —F —F— + —
n{n—1) |diz diz dia dis  dos  dos  dss  dss

BT teTutitay Ty

In Tables 3.3 and 3.4, the importance of links and nodes and their rankings using
our measure £ and the E measure are given for this example.

As discussed in Section 3.2, by adding an abstract (and infinite cost) path to a dis-
connected O/D pair, the £ measure can be used to study networks with disconnected
O/D pairs. This feature enables us to investigate the importance of nodes 4 and 5 in
Examples 3.2 and 3.3.

11 1 1 1 1 1 1 1
256{ +—+—+—+—+—+—]=.0353.

3.2.4 An Application of the New Network Measure to the Braess
Network with Varying Demands

We now consider the Braess paradox example after the addition of a new link e
and as depicted in Figure 3.3 [see also Braess (1968) and Braess, Nagurney, and
Wakolbinger (2005)]. There are four nodes: 1, 2, 3, and 4; five links: a, b, ¢, d,
and e; and a single O/D pair w = (1, 4). There are hence three paths connecting the
single O/D pair, which are denoted, respectively, by p; = (a,c), p2 = (b,d), and
p3 = (a,e,d).

The user link cost functions are

ca(fa) = 10fa, co(fo) = fo + 50,

cC(fC) = fC + 50, Cd(fd) = 1Ofdv Ce(fe) = fe + 10.

We can also write the path cost functions, by making use of (2.14), (2.16), and
(2.17) as follows

Cp, (z) = 112y, + 102y, + 50, Cp,(z) = 11z,, + 10z, + 50,

Cpy(z) = 102y, + 21zp, + 102, + 10.

Recall that Braess (1968) demonstrated that for a fixed demand of d,, = 6 the
addition of link e, which provides the users with the new path p3 as in the network
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Figure 3.3: The Braess network with the addition of the new link

in Figure 3.3 actually makes all users worse off because without the link e, the path
costs (and O/D pair disutility) are 83, whereas with the new link/path, the path costs
(and disutility) increase for all users to 92! The Braess paradox has achieved great
attention both in theoretical research and in practice. It has fascinated researchers
in networks including those in operations research and management science, in
transportation science, and, more recently, in computer science. Its relevance in
a variety of congested networks operating in a decentralized manner ranges from
urban transportation networks (the original application setting) to, more recently, the
Internet; see also, e.g., Korilis, Lazar, and Orda (1999), Boyce, Mahmassani, and
Nagurney (2005), Boyce and Nagurney (2005), and Roughgarden (2005).

However, a natural question arises as to what happens to the equilibrium flows
(and the incurred path costs) as demand varies. Nagurney (2006a) and Nagurney,
Parkes, Daniele (2007) explored this question (see also Chapter 7) and provided
an evolutionary variational inequality formulation of the time-dependent (demand-
varying) Braess paradox, which was formulated in a static setting, but without any
qualitative analysis, by Pas and Principio (1997). It was found that different paths
are used (i.e., have positive flow in equilibrium) in three different demand ranges
as the demand increases. Therefore, the importance and the ranking of individual
nodes and links can be expected to be different, depending on which demand range
the demand of concern is in.

Furthermore, because the Braess paradox occurs in a certain part of Demand
Range I below (as referred to in the cited references), in the following analysis, we
discuss the importance and the ranking of the network components in four (rather
than three) different demand ranges. It is notable that we are able to derive explicit
formulae for both the network efficiency and the importance of network components
as a function of the demand d,,.

3.2.4.1 Demand Range I: d,, € [0,21) Assume that the demand d.. €

[0, 2%). In this demand range, only path p3 is used in equilibrium and the Braess

paradox does not occur. The equilibrium path flow pattern is z;; = x,, = 0 and
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Table 3.5: Link results for Section 3.2.4.1 net-
work using the £ measure

Link | Importance Value | Importance Ranking
10(4—dw) 1
T1d., 50

.00

.00
0d—d,,)
T1dy, £50
(80—-31d,)
(L1dg 1100)

a

W W

—

o IR|O |
[\*]

Table 3.6: Nodal results for Section 3.2.4.1 net-
work using the £ measure

Node Ve Importance 1}
1 1.00 1
T0(d—dw)

2 11d,, +50 2
3 10(d—dy,,) 3
4 1

11dy, +50
1.00

Table 3.7: Link results for Section 3.2.4.2 net-
work using the £ measure

["Link | Importance Value | Importance Ranking |

b ] .00 ] 2
.00

d TOd=d)

T1dy, 150

(80—31dy) 3

(11dy, +100)

Z,, = dy. The equilibrium disutility is A, = 21d,, + 10. The network performance

according to (3.2) for this range of demand is £ = Td‘ifﬂm.
The importance and the rankings of the links and the nodes are given, respectively,
in Tables 3.5 and 3.6.

3.2.4.2 Demand Range lI: d., € [2%, 3%] Assume now that the demand
7

dw € [2%%, 347]. Similar to the results for Demand Range 1, only path p3 is used in
equilibrium but now the Braess paradox occurs. Hence the equilibrium solution in
this demand range is z;, = z;, = 0 and x;, = dy,. The equilibrium disutility is
Aw = 21d,, + 10. The efficiency is now: £ = m. The importance ranking of

the links and the nodes are given, respectively, in Tables 3.7 and 3.8.
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Table 3.8: Nodal results for Section 3.2.4.2 net-
work using the £ measure

Node | Importance Value | Importance Ranking
1 1.00 1
T0(d—dw)

2 11d, £50 2
3 10(4—dw) 5
4 1

Tidy, +50
1.00

Table 3.9: Link results for Section 3.2.4.3 net-
work using the £ measure

Link | Importance Value | Importance Ranking
8(1dd,, —45) 1
13(11d,, 150}

121(11dy, —40) B

13(131d,, +560)

i21(11d,, —40) 5
1
3

a

b

c —_— . 7
13(131dy, +560)

d 8(1dd,, —35)

e

13(11dy +50)
9(9d,, — 80
13(11d,, +100)

Table 3.10: Nodal results for Section 3.2.4.3 net-
work using the £ measure

Node | Importance Value | Importance Ranking

1 1.00 1
9 8(14dy —45) 2
13(11dy, £50)

3 8(14dy —35) 5
4 1

13(11d. +50)
1.00

3.2.4.3 Demand Range lll: d,, € (3%, 8%] Assume now that the demand
dy € (3%,83]. Please note that, in this range of demand, all three paths are

used in equilibrium and the Braess paradox still occurs. We now have zj, =

« _ 11, _ 40 x _ _9 80 N o

T, = 1c%dw 13 and =, = —13dy + §3. The equilibrium disutility is now

Ay = 31%ut1010 The petwork performance measure is now £ = 3% The
I3 31d,,+1010

importance rankings of links and nodes are given, respectively, in Tables 3.9 and
3.10.

3.2.4.4 Demand Range IV:d,, € (8%, 0o) Assume now thatd, € (8%, 00).
Only paths p; and py are now used in equilibrium and the Braess paradox vanishes.

* _ * _ dJLL * _ oqe . . oqe .
Hence we have z, = z;, = % and z; = 0. The equilibrium dlSUtlll[ymliS now

given by the expression A, = %dw + 50. The efficiency is now £ = 14, 1100
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Table 3.11: Link results for Section 3.2.4.4 net-
work using the £ measure

Link | Importance Value | Importance Ranking
a T1d; 1
2(11dy, +50)
b _5(13dy, —8)
(131dy, 1560
5(13dy —8)
(131d,, +560)

C

2(11dy, +50)
.00

W ==l DN N

Table 3.12: Nodal results for Section 3.2.4.4 net-
work using the £ measure

Node | Importance Value | Importance Ranking

1 1.00 1
11d,
2(11dy, +50)

Tid

—_—
2(11dy, +50)
1.00

2 2
3 2
4 1

The importance and the rankings of the links and the nodes are given, respectively,
in Tables 3.11 and 3.12.

3.2.4.5 Discussion Note that this example demonstrates that the importance
ranking of a link may be different in different demand ranges. For example, links
b and ¢ are less important in Demand Range I than in Demand Ranges III and IV.
This is due to the fact that in Demand Range I, links b and ¢ carry zero flows;
therefore, they are not critical links in evaluating network performance in those
ranges. However, in Demand Ranges III and IV, links & and c carry positive flows;
thus, in these ranges of demand, the removal of these links will deteriorate the network
performance/efficiency.

The importance rankings of the nodes in this network example remain the same
across all the demand ranges. This feature is quite interesting and reasonable.

The different ranking results for links b and ¢ clearly explain why “flow matters”
and why an appropriate network performance/efficiency measure for congested net-
works should capture not only costs and distances but also flows and the behavior of
the network users.

To show the advantage of the £ measure, we give a comparison of the importance
rankings for links and nodes in the Braess network using the measure £ and the £
measure in Tables 3.13 and 3.14 when d,, is fixed and equal to 6.

It is interesting that we see that the links identified as the most important ones
according to our measure £, that is, links a and d, are ranked the least important
according to the E measure. On the other hand, link e, which is ranked least
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Table 3.13: Link results for the Braess network for d,,=6

& Measure E Measure
Importance | Importance | Importance | Importance
Link Value Ranking Value Ranking
a .2069 1 1056 3
b .1794 2 2153 2
c 1794 2 2153 2
d 2069 1 .1056 3
e -.1084 3 3616 1

Table 3.14: Nodal results for the Braess network for d,,=6

65

& Measure E Measure
Importance | Importance | Importance | Importance
Node Value Ranking Value Ranking
1 1.0000 1 — —
2 2069 2 7635 1
3 2069 2 7635 1
4 1.0000 1 — —

important according to the £ measure, is ranked as most important according to the
E measure. Because the addition of link e causes the Braess paradox when demand
is equal to 6 [cf. Braess (1968)], it will, obviously, be detrimental to the network
performance, which is clearly shown by the negative importance value of link e
obtained via the £ measure. The fact that link e is ranked as the most important link
in the E measure is unreasonable.

3.3 A NETWORK ROBUSTNESS MEASURE UNDER DECENTRALIZED
DECISION-MAKING BEHAVIOR

In this section, we introduce a network robustness measure based on the network
performance measure £ introduced in Section 3.2. The network robustness measure
assumes, however, that the underlying user link cost functions have embedded, ex-
plicit link capacities. The robustness of a network is then evaluated, in the case of
decentralized decision-making behavior, as the practical capacity varies. Specifically,
if we let u denote the vector of link capacities, then we evaluate the robustness of a
given network as the relative performance retained under a given uniform capacity
retention ratio y with v € (0, 1]. The network robustness measure is relevant in the
case of either fixed or elastic demands, as is the network performance/efficiency mea-
sure. After stating the network robustness measure, we identify several specific link
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functional forms in practice that occur in transportation and in telecommunications
and that have explicit embedded link capacities.

We define the robustness measure of a network under decentralized decision-
making behavior as follows

Definition 3.3: Network Robustness Measure under Decentralized Decision-
Making Behavior

The robustness measure R for a network G with the vector of user link cost functions
¢, the vector of link capacities u, the vector of demands d (either fixed or elastic) is
defined as the relative performance retained under a given uniform capacity retention
ratio vy with y € (0, 1] so that the new capacities [see, e.g., (3.7a — ¢)] are given by
~yu. Its mathematical definition is given as

-
RY =R(G,c,v,u) = % x 100% (3.6)

where £ [cf. (3.2)] and " are the network performance measures with the original
capacities and the remaining capacities, respectively.

For example, if v = .9, this means that the user link cost functions now have the
link capacities given by .9u, for a € L; if v = .7, then the link capacities become
.Tu, for all links a € £, and so on.

From Definition 3.3, a network under a given level of capacity retention or de-
terioration is considered to be robust if the network performance stays close to the
original level. Next we identify several explicit user link cost functions with embed-
ded capacities for which the robustness measure can be applied, with the proviso that
the link flows in (3.7b) and (3.7¢) do not attain their capacities. We return to this
issue in Section 3.4.

Bureau of Public Roads (BPR) Function
The functional form of the Bureau of Public Roads (1964) link cost functions is

calfa) =21 + k({i)ﬁ], Va € L, (3.7a)
where f, is the flow on link a; u, is the “practical” capacity on link a, which also
has the interpretation of the level-of-service flow rate; tg is the free-flow travel time
or cost on link a; k and 3 are the model parameters and both take on positive values.
Often in applications k¥ = .15 and 3 = 4. In this context c,(f,) measures the travel
time on the link.

This function, as we shall also see in Chapter 4, is widely used in transportation
planning practice.

The Davidson Function
The Davidson (1966) user link cost function is based on queueing theory considera-
tions and is given by

fa

ua_fa

ca(fa) =01 4+ J ], VaeCL. (3.7b)
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As in the case of the BPR function, 0 is the free-flow speed (the speed at zero
flow), and u, denotes the road’s (link’s) capacity. The term J controls the shape of
the associated curve.

The M/M/1 Delay Function
In telecommunication networks, the M/M/1 delay function is widely used. It also
is based on queueing considerations of messages. Its form [see also Bertsekas and
Gallager (1987) and Roughgarden (2005)] is

1

Ca(fa) = m, Va € L. (376)

Remark 3.1

By applying a similar concept, we can also study network robustness when the net-
work capacities are enhanced. We believe that this type of analysis can provide
implications for network capacity investments to assess the effect on network per-
formance. However, because in such situations v > 1, we refer to the network
robustness measure in this context as the “capacity increment ratio.”

3.3.1 Some Theoretical Results for the Network Robustness Measure
under BPR Functions and Fixed Demands

In this section, we consider networks with special structure for which we can obtain
some theoretical results in terms of robustness. In particular, we first consider a very
simple network with BPR functions given by (3.7a) for any 3. We then consider
networks of special topology consisting of a single O/D pair with parallel links for
which the associated BPR link cost functions have 3 = 1. In this section, we focus
on fixed demands.

Theorem 3.2

Consider a network consisting of two nodes 1 and 2 as in Figure 3.4, which are
connected by a single link a and with a single O/D pair wy, = (1,2). Assume that
the user link cost function associated with link a is of the BPR form given by (3.7a).
Then the network robustness measure (3.6) is given by the explicit formula

o 2Pl + kg ]

x 100%, (3.8)
[YPul + kds, ]

where d,, is the given demand for O/D pair w, = (1, 2).
Moreover, the network robustness R is bounded from below by v* x 100%.

Proof: Clearly, because there is only a single O/D pair and a single path, we have

that P \
T = 1 — v
R = X 00% A

where A7, denotes the incurred disutility between O/D pair w; with the capacity yu,
on link a.

x 100%,
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a

O—0Q

Figure 3.4: Network for Theorem 3.2

We can write A, and A, explicitly for this simple network, which yields

£01 + k(Luw)B
Y = —Z[ (d“" )ﬁ] x 100%.
Gwy
o[l + k(5)7]
After simplification, we obtain
BB + kdb
v ’Y[#'—;’l] x 100%,
(VPua + kdu,]

which is exactly the form of (3.8).
To determine the lower bound of R7, we can rearrange (3.8) and get the following
form

B1 + k(Lea)8
o RG] (d“a N 100%.
[ + k(2)P]

Because vy € (0, 1], we have that 8 e (0,1],¥8 > 0. Hence we have the following

Bl +k duy 8
RY > L%—)“‘]‘ x 100% = ’yﬁ x 100%,
[1+ k()P

which completes the proof.

Now let us consider a network with a special topology as depicted in Figure 3.5.
The network consists of a single O/D pair that is connected by parallel links. In the
following theorem, we give the general form of the network robustness as well as its
lower bound for the network just given.

Theorem 3.3

Consider a network consisting of two nodes 1 and 2 as in Figure 3.5, which are
connected by a set of parallel links. Assume that the associated BPR link cost
Sfunctions have 3 = 1 [cf. (3.7a)]. Furthermore, assume that there are positive flows
on all the links at both the original and partially degraded capacity levels. Then the
network robustness measure (3.6) is given by the explicit formula

YU + kvdy,
T AU + kdy,

g x 100%, (3.9)

where d.,, is the given demand for O/D pairwy = (1,2)andU = ug+up+. . .+ un.
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Figure 3.5: A network with special structure

Moreover, the network robustness R is bounded from below by v x 100%.

Proof: Clearly, because there is only a single O/D pair we have that

ol A
RY = = x 100% = =22
E Ay

x 100%,

where A7, denotes the incurred disutility between O/D pair w; under the capacity
retention ratio 7.

Due to the special structure of the network and the assumption that there are
positive flows on all the links before and after the capacity reduction, by referring to
the network equilibrium conditions (cf. (2.19) in Section 2.2), we can write A,,, and
A%, explicitly as follows

Aw, =121+ kf—“
u

a

Iy 0 fa
=gl +k2)=.. . =01+ k=2
) =81+ k22) AL+ k)
where f;, fy... fr are the equilibrium link flows under the link capacities: u,,
Up,. . . ,Un, respectively, and

Moo=t +ke ) =914+ k2)=... =01 + k=)
' YlUaq Yt YUp

* %

where f3*, fi'*,....fr" are the equilibriumlink flows under the link capacities: yu,,
YUp,- - - YUn, rESpectively.
Hence we have

0 fo
R A, x 100% = fal ki)

= — 2 x 100%
)\wx tg(l +kjyf‘;—a)
£9(1 4 ke 9(1 + kin
=Ob—(——@ xlOO%:...:—Oi(—}‘ﬁl x 100%,
ty(1+ k) th(1+k5—)
which yields
T+kiy+ 1+kE) 4. +Q+kE
RY = ( ) ) ( ) x 100%.

TS

k) + A+ kL) + L+ (kD)

Yup
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After some simplification and from the fact that f; + fy +...+ fr = fa* + fi* +
oo+ f2* = dy,, we have

YU + kydy,
T AU + kdy,

Y x 100%,

which is exactly (3.9).
To determine the lower bound of the network robustness, we can rearrange (3.9)
to get

d
1+ k&
RY = LTuUl x 100%.
’y+k—U1

Because v € (0, 1], we have the following

dy

y x 100% = v x 100%,
14+ k7+)

which completes the proof.

3.3.2 A Braess-Inspired Network

We now consider a Braess-inspired network after the addition of a new link e and as
depicted in Figure 3.3.

Instead of using the original link cost functions, however, because they are not
in explicit BPR form, we construct a set of BPR functions under which the Braess
paradox still occurs (without any capacity reduction). We assume that &k = 1. Let
9 =1¢) =1,1) =% = 50, and t2 = 10. Furthermore, let u, = uq = 20,
up = U = 50, and u, = 100. The user link cost functions are hence given by

calfa) =1+ (227, ety =001+ (£2)9),

_ Joys 14 (ddys

cof) =500+ (29), eaty =1+ L2y,
celf) = 1001+ (2 y9).

The demand d,,, = 110. Figure 3.6 shows the network robustness R for the
Braess-inspired network under (3 values equal to 1, 2, 3, and 4, respectively.

From this example, we see that, for a given capacity retention ratio, when the value
of /3 is small, the robustness of the network drops less severely than when 3 is large.
This is due to the fact that 3 indicates, in part, the effect of congestion on links in
a network. Therefore, for a certain capacity reduction, a “less congestion-sensitive”
network can keep its efficiency closer to the original value.

Moreover, as discussed earlier, we can also study the robustness of a network
when its link capacities are enhanced. Figure 3.7 presents the network robustness for
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Figure 3.6: Robustness vs. capacity retention ratio for different 3 values
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Figure 3.7: Robustness vs. capacity increment ratio for different 3 values

the Braess-inspired network with capacity enhancement for 3 values equal to 1, 2, 3,
and 4, respectively.

From Figure 3.7, we can see that when y < 1.6, the Braess-inspired network with
3 = 4 has the largest performance improvement under the same level of capacity
increment ratio. However, when v > 1.6, the Braess-inspired network with 3 = 2
has the largest performance improvement.
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3.4 RELATIVE TOTAL COST INDICES FOR ASSESSING NETWORK
ROBUSTNESS

We now propose indices based on the relative total cost that assess the robust-
ness of a network based on the two behavioral solution concepts, namely, the total
cost evaluated under the user-optimizing flow pattern, denoted by TCr_ o, and the
system-optimizing flow pattern, denoted-by T'C's_¢, in the case of fixed demands.
In particular, T'Cy_o denotes the total cost on the network as given by expression
(2.33), where the vector f is the solution to the user-optimizing (or network equi-
librium) conditions [cf. (2.19)]. On the other hand, TCs_o is the total cost on the
network as given also by expression (2.33) but now evaluated at the flow pattern given
by the solution to the S-O problem {cf. (2.34)]. We believe that the total cost is also
an appropriate measure because it represents the total cost to society associated with
routing of flows on networks. Moreover, as the links degrade and the practical ca-
pacity of links decreases, the total cost is expected to increase and, hence, the relative
total cost of a network reflects its robustness. Clearly, since we are considering the
robustness relative to changes in link capacities, the functional forms in Section 3.3
are all relevant. Others may also be found in practice in particular network contexts;
all we require is that the link capacity be explicitly captured within each link cost
function. In Section 3.4.1 we then apply the index to networks with BPR functions
and obtain theoretical results. Throughout this section, we assume that the demands
are fixed and known.

The relative total cost index for a network G with the vector of fixed demands d,
the vector of user link cost functions ¢, and the vector of link capacities v is defined
as the relative total cost increase under a given uniform capacity retention ratio -y
(v € (0, 1]) so that the new capacities are given by yu. Let ¢ denote the vector of user
link cost functions [cf. (3.7a — ¢)] and let d denote the vector of O/D demands. The
mathematical definition of the index under the user-optimizing flow pattern, denoted
by Z;_o, is then

TC?  —TCu—o
Iz]_o :IU_O(g,C,d;\’Y7u): UZ?CU—O

x 100%, (3.10a)

where TCy_o and TCY,_, are the total network costs evaluated under the user-
optimizing flow pattern with the original capacities and the remaining capacities (i.e.,
~yu), respectively.
The mathematical definition of the index under the system-optimizing flow pattern
is
TC;_O - TCs_o
TCs_o

T o =Ts-0(G,c,d,v,u) = x 100%, (3.100)

where TCg_o and TC’g_O are the total network costs evaluated at the system-
optimizing flow pattern with the original capacities and the remaining capacities (i.e.,
yu), respectively.
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For example, if v = .8 the total user link cost functions now have the link capacities
given by .8u, fora € L£; if v = .4, then the link capacities become .4, for all links
a € L, and so on.

From these definitions, a network, under a given capacity retention/deterioration
ratio y (and either S-O or U-O behavior) is considered to be robust if the index Z” is
low. This means that the relative total cost does not change much; hence the network
may be viewed as being more robust than if the relative total cost were large.

Remark 3.2

Similar to the discussion in Remark 3.1, we can also study the relative total cost
improvement after capacity enhancement. In that case, because the relative total cost
savings need to be computed, we reverse the order of substraction in (3.10a) and
(3.10b) with v > 1. Furthermore, < is defined as the “capacity increment ratio.”
Therefore, the larger the relative total cost index is, the greater the expected total cost
savings for a capacity enhancement plan for a specific +.

Remark 3.3

It is worth noting the relationship between the price of anarchy, which is denoted
here by P and is defined as

TCy_o
TCs_o
and the ratio of the two proposed robustness indices. Observe that P captures the
relationship between total costs across distinct behavioral principles, whereas the
indices (3.10a) and (3.10b) are focused on the degradation of network performance
within U-O or S-O behavior. Nevertheless, we have the following relationship
between the ratio of the two indices and the price of anarchy

Bo _[C3o-TCso
Ij_o [TC;_o—TCy-ol

P:

(3.11)

P. (3.12)

The term preceding the price of anarchy in (3.12) may be less than 1, greater than
1, or equal to 1, depending on the network and data.

Asestablished in Roughgarden (2003), the price of anarchy is bounded by O(ﬁ )
when the cost function (sometimes also referred to in the computer science literature
as a latency function) on each link is a polynomial function with nonnegative coeffi-
cients and degree at most 3. This is the form, for example, of the BPR function in
(3.7a). Specifically, when 3 = 4, we have that the price of anarchy P is bounded by
O(r25) = 6.6439.

On the other hand, in the case of M/M/1 user link cost (or delay) functions, one
must note that such cost functions are defined only for each link a, Va € L, on the
set: [0,u,). Let dyoy denote the maximum allowable amount of network traffic
and let %,;, denote the minimum allowable link capacity on the network. Further
assume that dqe < Umin. Within this context [see also Roughgarden (2005)], the
bound on the price of anarchy P for M/M/1 delay function networks is given by

1 Umin
=(1 .
S0+ )

Umin — Qmaz
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3.4.1 Theoretical Results for Networks with BPR Functions

In this section, we derive some theoretical results. In particular, we first prove that
for certain networks of special structure, with links characterized by user link cost
functions of BPR form and with identical free flow travel terms, the relative total cost
index is identical under the U-O and the S-O flow patterns. We then show that for the
same network topologies, with user link cost functions also of BPR form but linear,
that the relative total cost index under the U-O flow pattern can be obtained via an
explicit formula. In addition, we derive an upper bound for the relative total cost
index under the U-O flow pattern. Finally, we derive an upper bound for the relative
total cost index for network robustness, under the S-O flow pattern, for any network
in the case of user link cost functions of BPR form.

Theorem 3.4

Consider a network consisting of two nodes 1 and 2 as in Figure 3.5, which are
connected by n parallel links. If the free-flow term, t, Va € L, is the same for all
links a € L in the BPR link cost function [cf. (3.7a)], the S-O flow pattern coincides
with the U-O flow pattern and, therefore, Ty o = Is_o.

Proof: Because the free-flow term tg, VYa € L, is the same for all the links, let us
denote it as tV. First, we show that any U-O flow pattern is also a S-O flow pattern.
The reverse can be established in a similar manner. We distinguish between two
cases.

Case 1: not all links are used

If not all links are used then we know that there is at least one link with zero flow.
Select any two links a,b € £ such that f; > 0 and f = 0 under the U-O

condition. We must have that ¢, () = A < cp(f7), where A, is the equilibrium

disutility for the O/D pair w = (1, 2). Hence we have the following relationships

t%+ﬁ31<ﬂu«“n¢:ﬂuwfn<ﬂuwﬁﬂ¢:
(Leyp < ()0
Ug Up

f*

<———>t°+t0(ﬁ+1)(u Jo v

) =0 4193+ 1)(=2)?

a

W<t +9%3 + 1)(

<t +0(3+ 1)(2—’;)5 (3.13)

where the last inequality is exactly the S-O condition [cf. (2.37)]. Therefore, f; and
fy are also the S-O link flow patterns. Because links a and b were chosen arbitrarily,
we can conclude that a U-O flow pattern is also a S-O flow pattern.

Case 2: all links are used
If all the links are used, under the U-O condition we must have

I3 s fn

ho =€+ (=g By gy
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R e B R S N e
fays _ (foyo_  _(fn
iy oLy oLy
="+ %3+ 1)(?)" ="+ (8 + 1)(%)ﬁ =...=t"+B+ 1)(f*)
<=»t2+t2<ﬁ+1><u—3>5=t2+t2<ﬁ+1>(£—{)ﬁ= =0+ 198+ (L2
’ (3114)

where the last line of (3.14) shows that f7, f5, ..., f; are also S-O link flows [cf.
(2.37)].

By combining the results of Case 1 and Case 2 and from the definitionsof TCr_ g,
TCY_0TCs—0,and TCY _ ,, we then have

TCU_O = TCS_O and TC[’}_O = T(Jg_o. (3.15)

From the definitions of I, [cf. (3.10a)] and T _, [cf. (3.10b)], we conclude
that 7}, _, = I} _ . which completes the proof.

Theorem 3.5

Consider a network consisting of two nodes 1 and 2 as in Figure 3.5, which are
connected by n parallel links. Assume that the associated BPR link cost functions
[cf (3.7a)] have 3 = 1. Furthermore, assume that there are positive flows on
all the links at both the original and the partially degraded capacity levels given,
respectively, by u and yu. Then the relative total cost index under the U-O flow
pattern is given by the explicit formula

= (1 1 1
U-0 (7U+k7dw ) x 100%, (3.16)

where d, is the given demand for O/D pairw = (1,2) andU = ug+up+ ...+ tn.
Moreover, the network robustness Ij; _ is bounded from above by 1—;1 x 100%.
Proof: Clearly, because there is only a single O/D pair, we have

TC_ o dyx X, X
TCU—O - dw X >\w B /\w,

(3.17)

where A denotes the incurred equilibrium disutility for travelers between O/D pair
w under the capacity retention ratio +y.

Due to the special structure of the network as well as the assumption that there are
positive flows on all the links before and after the capacity reduction, by referring to
the network equilibrium conditions [cf. (2.19)], we can write \,, and A7 explicitly
as follows

,\w:tg(1+kf) t°(1+kfb) _t0(1+kf*) (3.18)

a Un
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where fX, f¥... fr are the equilibrium link flows under the link capacities: uq,
Up,. - . »Un, TESpectively, and

,\g,:tg(1+k—9—):t2(1+kb—):...:tg(1+kf" ), (3.19)
Yla YUb YUn
where f3*, f*,....fr* are the equilibrium link flows under the link capacities: Yiq,

YUp,. . - s YUn , TESpECtively.
Hence we have pe
O a
TC(’}—O _ Y ta(1+km)

TCu-o M t0(1+kL)

" L2t
GO S A Ch ) (3.20)
19(1 + kL) 10(1+kdn)
which yields
TCY o, (kL) +(+ kL) + .+ kI 1)

TCu-0  (1+kL)+Q+kE)+. .+ +ki)

After some simplification and from the fact that £ + fy + ...+ fr = fa* + f3" +
..+ f2* = dy, we obtain

TCy ;
v-o _ QU+ kdy (3.22a)
TCUAO ’YU + k’ydw

From the definition of Z;;_,, we have

YU + kdy

C)_p
Ti—o0=( YU + kryd,,

— 1) x 100%,  (3.22b)

which is exactly the form of (3.16).
To show the upper bound of Iz’/_o, we can rearrange (3.22b) to get the following
form
v+ ke
y(1+ k%)

Because v € (0, 1], we have the following

1+ ke
T o< [+7‘j
AL+ k)

1 —
1] % 100% = — 7 % 100%, (3.24)

which completes the proof.

Now we relax the assumptions in Theorem 3.5 in that
1. We do not require the network to be fully loaded before and after the capacity
reduction.
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2. We do not assume that 3 = 1.
3. We do not assume that the network has any special structure.

We now derive a general upper bound for I}, in the following theorem under
these relaxed assumptions.

Theorem 3.6
The upper bound for I)_, for a network with BPR link cost functions is —?— X
100%.

Proof: From the definition of TCg_ ¢, we have

fa

TCs_o =) 1o L+ k(S ) B % fa, (3.25)

a€l

where fa, Ya € L, is the S-O link flow pattern under the original link capacities u.
Because 7y € (0, 1] and we assume that t0 > 0, Va € L,

——TCS 0= 1 1+k( )ﬂ] X fa. (3.26)
a€l

Furthermore, denote the S-O link flow pattern under the capacity retention ratio -y
as f,, Va € L. Then, from the definition of TCg_O, we obtain

> otn +k )xfa22t01+k( B}xfa_TcSO (3.27)

acl a€Ll

By combining (3.26) and (3.27), we have

1 TC? 1
—TCs_0>TCY_, = —3=92 < 3.28
§BT S0 =250 TCs—o ~ # (3.28)
Hence
’YB
I o < x 100%. (3.29)

We have thus established the theorem.

3.4.2 A Network Example

We now present a numerical example for which the relative total cost indices are
computed in the case of alternative decision-making behaviors.

Consider the following simple network as shown in Figure 3.8. There are two
Q/D pairs, namely, w1=(1,3) and wy=(1,4). The demands for the two O/D pairs are
d., = 10and d,,,=20. The paths connecting O/D pair w are p; = (a,b)and p, = d.
The paths connecting O/D pair w, are p3 = (a,c) and py = e. The capacities for
links a, b, ¢, d, and e are 100, 50, 60, 10, and 20, respectively. Let ¢ty and & [cf.
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Figure 3.8: Network for the example in Section 3.4.2
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Figure 3.9: Relative total cost index under the U-O flow pattern for the example in
Section 3.4.2

(3.7a)] be identical for all the links and equal to 10 and 1, respectively. The BPR link
cost functions for the links in Figure 3.8 are hence given by

(Joys

(L), ai =100+ 2y,

ca(fa) = 10[1 +

fc ie_ H]‘

ce(fe) = 1001+ (55)°], ca(fa) = 10[1 + ( 5 celfe) = 10[1+ (55)
Figures 3.9 and 3.[ 1 present the relative total cost index for this example under
the U-O flow pattern for 3 values equal to 1, 2, 3, and 4, respectively; y in Figure 3.9
is the capacity retention ratio, and <y in Figure 3.11 is the capacity increment ratio.
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Figure 3.10: Relative total cost index under the S-O flow pattern for the example in
Section 3.4.2
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Figure 3.11: Relative total cost index under the U-O flow pattern for the example in
Section 3.4.2 with capacity enhancement

Similarly, Figures 3.10 and 3.12 present the index for this example under the S-O
flow pattern for 3 values equal to 1, 2, 3, and 4, respectively; y in Figure 3.10 is the
capacity retention ratio and «y in Figure 3.12 is the capacity increment ratio.
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Figure 3.12: Relative total cost index under the S-O flow pattern for the example in
Section 3.4.2 with capacity enhancement

It is interesting that from Figures 3.9 and 3.10 we can see that, although under the
S-O flow pattern the total cost of the entire network is minimized, the relative total
cost index under the U-O flow pattern is lower given the same capacity retention ratio
v. Therefore, this network under the U-O solution concept is more robust than under
the S-O solution concept. Furthermore, from Figures 3.11 and 3.12, we can see that
under the U-O flow pattern, the network has a larger relative total cost improvement
as compared to that under the S-O flow pattern under the same capacity increment
ratio.

3.5 SUMMARY AND CONCLUSIONS

In this chapter, we introduced a unified network efficiency/performance measure,
denoted by £, which can be applied to evaluate the network efficiency/performance
of different types of networks, whether the demands on the network are fixed or
elastic, and in the case of decentralized decision-making behavior. The measure
assesses the network efficiency by incorporating flows and costs along with behavior,
all important factors when dealing with network vulnerability. We also demonstrated
that our network measure contains, as a special case, an existing widely used and
applied efficiency measure in the complex network literature. Furthermore, the
resulting importance definition of network components is well-defined even in the
case of disconnected networks for our network efficiency measure.

In this chapter, we also compared our network performance measure £ with several
existing network centrality measures and explicated its advantages.
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The advantages of the network performance measure £ are summarized as follows:

o The network measure £ is a weighted network measure that takes into account
the information associated with the network flows, decentralized decision-
making behavior/operation, and costs, all of which are the essential features
of many network systems today, such as critical infrastructure networks from
transportation to supply chains and the Internet. In particular, the measure £
captures the readjustment of decision-makers on a network and the induced
new flows, after the removal of network components.

¢ The network measure £ can be used to analyze the importance of network
components, that is, a node, a link, or a set of nodes and links, without
assuming connectivity, after the network disruption, degradation, deterioration,
or destruction.

e The importance measure I(g) [cf. (3.5)], based on the network efficiency
measure &, is well-defined even when a given network becomes disconnected.

o The network measure £ is applicable to networks with either fixed or elastic
demands.

In addition, we presented a rigorous measure of network robustness [cf. (3.6)]
based on the network performance measure £ and derived some theoretical results.
We also introduced relative total cost indices [cf. (3.10a) and (3.10b)] to study
network robustness from the total network cost point of view under distinct decision-
making behaviors, corresponding to either centralized (i.e., system-optimizing) be-
havior or decentralized (i.e., user-optimizing) behavior. Moreover, the results were
applied to study numerical network examples, including several motivated by the
classical Braess (1968) paradox.

3.6 SOURCES AND NOTES

This chapter is based on the papers by Nagurney and Qiang (2007a-c, 2008a) and
on Qiang and Nagurney (2008). In particular, Section 3.2 is based on the paper by
Qiang and Nagurney (2008), in which the unified network performance measure was
first proposed. Section 3.3 is based on the paper by Nagurney and Qiang (2007b), in
which we discussed the network robustness measure under decentralized decision-
making behavior. The discussion on network robustness and capacity enhancement
in this chapter has not been reported elsewhere. Section 3.4 is based on the paper
by Nagurney and Qiang (2009) where we studied network robustness from the total
network cost point of view.

It is important to recognize that other critical infrastructure networks, such as
electric power supply chain networks can be transformed into transportation network
equilibrium problems [cf. Nagurney (2006a)] as can decentralized supply chain
networks, in general, and multitiered financial networks [see also, e.g., Nagurney
(2006b) and Liu and Nagurney (2007)]. Hence the approach discussed in this chapter
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is also applicable to the formal and quantifiable analysis of the vulnerability and
robustness of a variety of critical infrastructure networks. We further explore such
networks in subsequent chapters of this book.

In this chapter, we made rigorous the important concept of network robustness,
when links are faced with possible capacity deterioration. Such an approach can be
applied to a spectrum of network systems with different link cost functions, ranging
from transportation and logistics networks to telecommunication networks and the
Internet. For example, Bertsekas and Gallager (1987) and Roughgarden (2005)
discussed user link cost functions with embedded capacities [cf. (3.7¢)] for queueing
networks that arise in telecommunication networks and the Internet. Furthermore,
we identified the relationship between the ratio of two proposed network robustness
indices and the price of anarchy, a term coined by Papadimitrou (2001) for the
ratio first proposed by Koutsoupias and Papadimitrou (1999). Subsequently, Perakis
(2007) characterized the price of anarchy in the case of nonseparable, asymmetric
user link cost functions, thus, generalizing earlier work that considered separable
cost functions. R

Zhu et al. (2006) introduced another measure, which we denote by E(G), which
they then applied to gauge the efficiency of the Chinese airline transportation network
with fixed demands. Their network performance measure is characterized by the
average social travel cost, which is represented below (with their notation adapted to
the one in this chapter, for clarity) as follows

2 wew Awdw
ZwEW d“’

The Zhu et al. (2006) measure is an average disutility weighted by the demands.
It can be used for networks with fixed demands, provided that the network does not
get disconnected, in which case the measure becomes undefined. Indeed, a very
important feature of our network measure £ is that there is no assumption made
that the network needs to be connected. In contrast, the Zhu et al. (2006) measure
requires such an assumption because, otherwise, their network performance measure
becomes infinite-valued.

E@G) =
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CHAPTER 4

APPLICATION OF THE MEASURES TO
TRANSPORTATION NETWORKS

Transportation networks are the pillars of a nation’s economy, and a local transporta-
tion incident may have global consequences. Indeed, several recent disasters have
caused severe damage to transportation networks and the impacts have propagated
for many miles. For example, the infamous Hurricane Katrina cost a total of $81.2
billion dollars [U.S. Department of Commerce (2006)] and 1,836 people lost their
lives [Louisiana Department of Health and Hospitals (2006)]. Moreover, Hurricane
Katrina engulfed 45 bridges, and the traffic that resulted from re-routing significantly
increased the congestion on highway I-10 [cf. DesRoches and Rix (2006)]. As
another example, the 2008 Chinese winter storm caused $12 billion in damage to
the nation’s economy [BBC News (2008a)]. Due to the transport breakdowns, more
than 180 million people were stranded on their way home during the Chinese holiday
season. Moreover, millions of people suffered from power outages, plus there was
substantial food price inflation because of the transportation delays in the delivery of
raw materials and crops [BBC News (2008b)]. All these disasters remind us of how
vulnerable our transportation networks are and how their absence and/or deterioration
can significantly affect not only our daily lives but also our economies.

The impact of the degradation of transportation network infrastructure is now being
increasingly documented. Indeed, the gradual deterioration of the U.S. transportation
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networks is now affecting the nation’s economy. In particular, a recent American
Society of Civil Engineers (ASCE) survey (2005) noted that over one quarter of the
nation’s 590,750 bridges were rated as structurally deficient or functionally obsolete.
The degradation of transportation networks due to poor maintenance, natural disas-
ters, deterioration over time, and unforeseen attacks now leads to estimates of $94
billion in terms of needed repairs for U.S. roads alone. Poor road conditions in the
United States cost motorists $54 billion in repairs and operating costs annually.

Due to the deteriorating conditions of U.S. transportation networks, coupled with
increasing number of vehicles, American commuters now spend 3.5 billion hours a
year stuck in traffic, which translates to a cost of $63.2 billion a year to the economy
[ASCE (2005)]. At the same time, and as noted in Chapter 1, a report from the
U.S. Department of Transportation Federal Highway Administration (2006a) states
that the country is experiencing a freight capacity crisis that threatens the strength
and productivity of its economy. According to the American Road & Transportation
Builders Association [see Jeanneret (2006)], nearly 75% of U.S. freight is carried
on highways, and bottlenecks are causing truckers 243 million hours of delay each
year, with an estimated associated cost of $8 billion. The U.S. government is facing
a $1.6 trillion deficit over the next 5 years in terms of repairing and reconstructing
the infrastructure, according to one estimate [Environment News Service (2008)].
Hence the construction of suitable transportation network robustness measures is of
both theoretical and practical importance.

In addition, the increase in the number of vehicles over the years has well surpassed
the development of transportation infrastructure, which adds another stress to the
already ailing transportation networks. According to a recent report by the U.S.
Department of Transportation Federal Highway Administration (2006b), the increase
in congestion and associated congestion costs reflect the fact that over the last 20
years the vehicle miles of travel (VMT) on U.S. roads have nearly doubled while
the length of roads in terms of lane miles has increased only about 4%. Figure 4.1
compares the growth in VMT to the growth in lane miles.

On the other hand, the increasing amount of congestion escalates environmental
emissions, which, in turn, further affect the environment negatively, which expedites
the deterioration of the critical road infrastructure, thus, creating a vicious cycle.
Recently, a report conducted by the Committee on Climate Change and the U.S.
Transportation Research Board (2006) studied the impact of climate change on the
nation’s transportation networks. The study showed that crucial buffer zones that
once protected infrastructure are diminishing due to erosion and loss of wetlands
with an estimated 60,000 miles of coastal highways already exposed to periodic storm
flooding. Moreover, climate change not only affects the coastal areas but the Midwest
of the United States, as well. For example, the study further showed that the intense
precipitation that occurred in 1993 caused severe flooding that damaged hundreds of
farmland, towns, and transportation routes along 500 miles of the Mississippi and
Missouri river systems. The interaction between climate change and the effects on
transportation networks can also be found in numerous other studies [cf. National
Assessment Team (2001), U.S. Department of Transportation (2002), Smith and
Levasseur (2002), Zimmerman (2003), Arkell and Darch (2006), and Schulz (2007)].
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Figure 4.1: Vehicle miles of travel and roadway lane miles growth index, 1980 to
2002 [Source: U.S. Department of Transportation Federal Highway Administration
(2006b)]

Emissions generated through transportation are some of the biggest contributors
to climate change and global warming. According to a U.S. EPA (2006) report, the
transportation sector in 2003 accounted for 27% of the total greenhouse gas emissions
in the U.S., and the increase in this sector was the largest of any in the period 1990
- 2003. In addition, the energy use due to transportation is expected to increase by
48% between 2003 and 2025, even with modest improvements in the efficiency of
vehicular engines. It is interesting that a study undertaken by a Norwegian research
organization [Knudsen and Bang (2007)] claims that infrastructure capacity increases
are directly linked to decreases in polluting emissions from motor vehicles. Using
a traffic microsimulation, the study showed, for example, that upgrading narrow,
winding roads or adding a lane to a congested motorway can yield decreases of up to
38% in CO4 emissions, 67% in CO emissions, and 75% in N O, emissions, without
generating substantially more car trips. Therefore, it is important to investigate
the relationship between the network capacity and the corresponding environmental
effects. With a robust transportation network, we can expect less congestion and,
therefore, fewer emissions, which, in turn, is expected to slow down global warming
and to reduce the possibility of extreme weather. Thus, a positive cycle is established.

From this discussion, we can see that to better protect transportation networks, the
network administrator needs to have a clear idea as to where the vulnerable nodes
and links are in order to hedge against unexpected disruptions, be it natural disasters,
terrorist attacks, or unintentional accidents. In addition, it is crucial to understand
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how a transportation network reacts to capacity degradation under alternative user
travel behaviors. Furthermore, with the closely interwoven relationship between
climate change and transportation network degradation, we believe that it is also
important to discuss the environmental “robustness” of transportation networks in
terms of the total emissions using empirically calibrated emission functions that are
now available.

More and more researchers in transportation have realized the urgent need to study
transportation network vulnerability and robustness. Nicholson and Du (1997) used
system surplus as a performance measure to analyze degradabie transportation net-
works with elastic demand. Jenelius, Petersen, and Mattsson (2006) proposed several
link importance indicators and applied them to the road transportation network in
northern Sweden. These indicators are distinct, depending on whether or not there
exist disconnected origin and destination pairs in a network. Moreover, Murray-Tuite
and Mahmassani (2004) proposed two scenario-based network indices, namely, the
vulnerability index and the disruption index, to study the vulnerability of the network
that faces an intentional attack. The vulnerability index is for an origin/destination
pair under each scenario, and the set of links with high vulnerability index values is
considered to be important for connecting that origin/destination pair. The disrup-
tion index for the network under a scenario is defined as the aggregation of these
vulnerability indices across all the O/D pairs. The authors further used the disruption
index as the input to a bilevel programming problem that they proposed to model
the game between the attacker and the network administrator. Bell (2000) used a
game theory approach to analyze transportation network performance between the
users who try to minimize the expected travel cost and an “evil” entity who wishes
to maximize the total travel cost on the network. Sakakibara, Kajitani, and Okada
(2004) proposed a topological index and considered a transportation network to be
robust if it is “dispersed” in terms of the number of links connected to each node.
Scott et al. (2006), on the other hand, examined transportation network robustness
by computing the increase in the total network cost evaluated at the U-O flow pattern
after the removal of each link.

Moreover, Taylor, Sekhar, and D’Este (2006) applied three accessibility indices,
namely, the change in generalized travel cost, the Hansen integral accessibility index,
and the ARIA index, to study the vulnerability of the Australian road network. A node
is considered to be vulnerable if the loss (or the substantial degradation) of a small
number of links significantly diminishes the accessibility of the node, while a link is
deemed to be critical if the loss (or substantial degradation) of the link significantly
diminishes the accessibility of the network or of particular nodes. Dueiias-Osorio,
Craig, and Goodno (2005) defined a disruption index for measuring the network
vulnerability based on the average service reduction after disruptions occur.

In this chapter, we apply the network measures proposed in Chapter 3 to study
the vulnerability and robustness of transportation networks. Furthermore, we also
analyze the environmental impact of transportation network capacity degradation.
This chapter is organized as follows. In Section4.1, the network performance measure
£ [cf. (3.2)] is applied to study a larger network example, for which the importance
of links is computed and the links are ranked. In Section 4.2, we apply the network
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Figure 4.2: Transportation network example in Section 4.1

performance measure £ to study link importance of the Sioux Falls (South Dakota)
network based on the BPR link cost functions [cf. (3.7a)]. Furthermore, the network
robustness measure and the relative total cost indices are calculated. In Section
4.3, to demonstrate the relevance and practical usefulness of the network measures
introduced in Chapter 3, we calculate the network robustness measure and the relative
total cost indices for a larger network, the Anaheim (California) network. In Section
4.4, based on carbon monoxide (CO) emission functions from the literature, we
propose environmental impact assessment indices for transportation networks under
different travel behaviors. In addition, we introduce a link importance indicator
that allows one to determine the ranking of the links in terms of their impact on the
environment in case they are removed or destroyed. We then apply the environmental
impact assessment indices in Section 4.5 to study the Sioux Falls network and the
Anaheim (California) network. We summarize this chapter in Section 4.6.

4.1 A LARGER FIXED DEMAND NETWORK

The transportation network example used for this section consisted of 20 nodes, 28
links, and 2 O/D pairs and is depicted in Figure 4.2.

A similar transportation network was used in Nagurney (1984) where it is referred
to as Network 20 [see also Dhanda, Nagurney, and Ramanujam (1999)]. For simplic-
ity, and easy reproducibility, we considered separable user link cost functions, which
were adapted from Network 20 in Nagurney (1984) with the cross-terms removed.

The O/D pairs were wy = (1, 20) and wy = (1, 19), and the travel demands were
dw, = 100, and d,,, = 10. The link cost functions are given in Table 4.1.

The projection method (cf. Section 2.4.2) was used along with the embedded
Dafermos and Sparrow (1969) equilibration algorithm (cf. Section 2.4.1) to compute
the equilibrium solutions and to determine the network efficiency £ according to (3.2)
and the importance values I(g) of the links according to (3.5) and their importance
rankings.

The computed efficiency measure for this transportation network is £ = .002518.
The computed importance values of the links and their rankings for this network are
also reported in Table 4.1.
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Table 4.1: Transportation network example in Section 4.1 - links, link cost functions,
importance values, and importance rankings

Link @ | Link Cost Function c.(f.) | Importance Value | Importance Ranking
1 .00005ff + 5f1 + 500 9086 3
2 .00003f5 + 4f2 + 200 8984 4
3 .00005f5 + 3f3 + 350 8791 6
4 .00003f5 + 6f4 + 400 8672 7
5 .00006 f5 + 6f5 + 600 8430 9
6 7f6 + 500 8226 11
7 .00008f7 + 8f7 + 460 7750 12
8 .00004f5 + 5fs + 650 5483 15
9 .00001 fg + 6 fo + 700 0362 17
10 4f10 + 800 6641 14
1 .00007 ff; + 7f11 + 650 10000 22
12 8712 + 700 .0006 20
13 .00001 f{5 + 7f13 + 600 .0000 22
14 8f1a + 500 .0000 22
15 .00003 f15 + 9f15 + 200 .0000 22
16 816 + 300 .0001 21
17 00003 f77 + 7 f17 + 450 .0000 22
18 5f1s + 300 0175 18
19 8f19 + 600 0362 17
20 .00003 f35 + 6f20 + 300 6641 14
21 .00004f3, + 4fa1 + 400 7537 3
22 .00002 3, + 6f22 + 500 8333 10
23 .00003 /33 + 9f23 + 350 8598 8
24 .00002f7; + 8f24 + 400 8939 5
25 .00003 f35 + 9fa5 + 450 4162 16
26 .00006 f35 + 7 fo6 + 300 9203 2
27 .00003 f37 + 8f27 + 500 9213 1
28 .00003 f3g + 7 f2s + 650 0155 19

Figure 4.3 displays the importance values and the importance rankings of the links
for this transportation network example. From the results in the figure, it is clear
that transportation planners and network security officials should pay most attention
to links 27, 26, 1, and 2 because these are the top four links in terms of importance
rankings. On the other hand, the elimination of links 11, 13, 14, 15, and 17 should
have no impact on the network performance/efficiency. Of course, it is important to
note that in this example we considered fixed travel demands associated with the O/D
pairs of travel. Hence, such an approach would apply, for example, to the commuting
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Figure 4.3: Link importance rankings of the network example in Section 4.1

periods, when one would expect the demand for travel would be the highest (and also
consistent and reproducible over the commuting time periods under consideration).

4.2 THE SIOUX FALLS NETWORK

In this section, we apply the network measure £ to the Sioux Falls network [cf.
LeBlanc, Morlok, and Pierskalla (1975)]. The user link cost functions in this network
are of the form of the BPR link travel cost functions [cf. (3.7a)]. The network
topology of the Sioux Falls network is displayed in Figure 4.4.

4.2.1 Importance of Links in the Sioux Falls Network

There are 24 nodes, 76 links, and 528 O/D pairs of nodes in the Sioux Falls network.
The relevant data and parameters in the BPR link cost functions are from LeBlanc,
Morlok, and Pierskalla (1975) and the transportation network datasets maintained
by Bar-Gera (http://www.bgu.ac.il/"bargera/tntp/). We used the projection method
(cf. Section 2.4.2) with the embedded equilibration algorithm (cf. Section 2.4.1)
and the column generation algorithm [cf. Leventhal, Nemhauser, and Trotter (1973)]
to compute the equilibrium solutions. Then, based on these solutions, the network
efficiency according to (3.2) and the importance values and the importance rankings
of the links according to (3.5) were determined. The computational schemes were
implemented in MATLAB (www.mathworks.com) on an IBM T61 computer.

We note that Bar-Gera (2002) proposed an origin-based algorithm to solve trans-
portation network equilibrium problems. The author shows that the algorithm out-
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Figure 4.4: The Sioux Falls network

performs several existing algorithms. However, due to the scope of this book, we
do not compare the efficiency of different algorithms here. Our solution approach
serves our purpose sufficiently.

The computed network efficiency measure £ for the Sioux Falls network is £ =
47.6092. The resulting link importance values I(g) and rankings are depicted in
Figure 4.5. From Figure 4.5, it can be seen that links 56, 60, 36, and 37 are the
most important links, and hence special attention should be paid to protect these
links accordingly, while the removal of links 10, 31, 4, and 14 would cause the least
efficiency loss.

4.2.2 Robustness of the Sioux Falls Network

We can also study the robustness of the Sioux Falls network by using the network
robustness measure defined by (3.6). The results for different capacity retention
ratios are displayed in Figure 4.6. From the figure we can see that the robustness of
the Sioux Falls network drops quickly when + varies from .9 to .4, while it remains
comparatively constant when - is below .3.

Moreover, we can also study the robustness of a network when the network
capacities are enhanced (cf. Remark 3.2). Figure 4.7 presents the network robustness
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Figure 4.6: Robustness vs. capacity retention ratio for the Sioux Falls network

for the Sioux Falls network with capacity enhancements. The concave shape of the
curve in Figure 4.7 suggests that the Sioux Falls network has a decreasing rate of
robustness improvement under uniform capacity increases.

4.2.3 The Relative Total Cost Indices for the Sioux Falls Network

We now compute the relative total cost indices I}, _, and 1% _ , according to (3.10a)
and (3.10b) for the Sioux Falls network to study its network robustness under alter-
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Figure 4.8: Ratio of I} _,, to I_, for the Sioux Falls network under the capacity
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native user behaviors. Figure 4.8 displays the ratio of I}, to IZ_, for the Sioux
Falls network. It is interesting that from Figure 4.8 we can see that although the S-O
flow pattern leads to the minimum total cost for the Sioux Falls network, the network
is more robust under the U-O flow pattern.
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Figure 4.9: Ratio of Ij,_,, to I_, for the Sioux Falls network under capacity
increment ratio -y

Figure 4.9 displays the ratio of I};_, to I;_, for the Sioux Falls network when
the capacity is enhanced (cf. Remark 3.3). It can be seen from Figure 4.9 that the
Sioux Falls network has a better relative total cost improvement under the U-O flow
pattern when  is above 1.4, whereas the relative total cost under the S-O flow pattern
outperforms that under the U-O user behavior when v is below 1.3.

4.3 THE ANAHEIM NETWORK

In this section, we apply the robustness measure [cf. (3.6)] to study the Anaheim
network. Furthermore, the total relative cost indices [cf. (3.10a) and (3.10b)] are used
to study the robustness of this transportation network under different user behaviors.
Similar to the network studied in Section 4.2, each link of the Anaheim network has
a link travel cost functional form that is of the BPR form [cf. (3.7a)].

The network topology is given in Figure 4.10.

There are 461 nodes, 914 links, and 1, 406 O/D pairs in the Anaheim network. The
relevant data and parameters in the BPR link cost functions are from the transportation
network datasets maintained by Bar-Gera (http://www.bgu.ac.il/"bargera/tntp/). We
used the projection method (cf. Section 2.4.2) with the embedded equilibration
algorithm (cf. Section 2.4.1) and the column generation algorithm [cf. Leventhal,
Nemhauser, and Trotter (1973)] to compute the equilibrium solutions. Then, based on
these solutions, the network efficiency according to (3.2) and the importance values
and the importance rankings of the links according to (3.5) were determined. The
above computation schemes were implemented in MATLAB (www.mathworks.com)
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Figure 4.10: The Anaheim network (Source: http://www.bgu.ac.il/"bargera/tntp/)

on an IBM T61 computer. The computed network efficiency measure for the Anaheim
network is £ = 7.3651.

4.3.1 Robustness of the Anaheim Network

We now study the robustness, defined by (3.6), of the Anaheim network. The results
for different capacity retention ratios are displayed in Figure 4.11.

Figure 4.12 presents the robustness of the Anaheim network with capacity en-
hancement (cf. Remark 3.2). We see that the robustness of the Anaheim network
keeps increasing smoothly except for when ~ is between 1.2 and 1.3, where the
robustness increment is “flat.”

4.3.2 The Relative Total Cost Indices for the Anaheim Network

We now compute the relative total cost indices I;_, and I _, according to (3.10a)
and (3.10b) for the Anaheim network to study its robustness under alternative user
behaviors. In Figure 4.13, we graph the ratio I};_, to I}, for this network.

From Figure 4.13, we can see that the Anaheim network under the S-O solution is
more robust in terms of the relative total cost increase when the capacity retention ratio
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Figure 4.11: Robustness vs. capacity retention ratio for the Anaheim network
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Figure 4.12: Robustness vs. capacity increment ratio for the Anaheim network

~ is above .3, whereas the U-O solution leads to lower relative total cost increases;
therefore, the network is more robust when +y is below .3.

Figure 4.14 displays the ratio of I;_, to I3_, for the Anaheim network when
the capacity is enhanced (cf. Remark 3.3). It is interesting that unlike the Sioux Falls
network, when the capacity incremental ratio -y is below 1.2, the U-O solution leads


http://

98 APPLICATION OF THE MEASURES TO TRANSPORTATION NETWORKS

1.2500

1.2000 -

1.1500 |

11000

1.0500 -

Ratio of I’U_o to F:_o

1.0000 -
09500 ; : . . . - . :

0.8 08 07 06 05 04 03 02 01
Capacity Retention Ratio y

Figure 4.13: Ratio of I&_O to I}_O for the Anaheim network under capacity reten-
tion ratio 7y

1.20
1.00 |
0.80
0.60

0.40

Ratio of 'y gto I'5.o

0.20 -

0.00 - N s e S A == = o <
11 1.2 13 14 15 16 17 18 19 2

Capacity Increment Ratio y
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to a better relative total cost improvement in the Anaheim network, whereas the S-O
solution results in a better relative total cost saving when + is above 1.3.
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4.4 THE ENVIRONMENTAL ROBUSTNESS AND LINK IMPORTANCE
OF TRANSPORTATION NETWORKS

In this section, we turn to the rigorous assessment of the environmental robustness
of transportation networks. We begin with a discussion of empirical environmental
emission functions.

4.41 Environmental Emissions

Alexopoulos and Assimacopoulos (1993) argued that because carbon monoxide (CO)
is emitted exclusively by vehicular traffic it is important as an indicator for the level
of atmospheric pollution generated by such traffic. Moreover, it has been shown that
CO is the most significant pollutant among all other types of vehicle emissions [cf.
U.S. Department of Transportation Federal Highway Administration (2006¢)]. Fur-
thermore, it is noted that other pollutants that are related to congestion exhibit similar
behavior [cf. Hizir (2006) and the California Air Resource Board (2005)]. Analo-
gous arguments have also been made by, among others, Yin and Lawphongpanich
(2006) [see also Rilett and Benedek (1994), Wallace et al. (1998), and Sugawara and
Niemeier (2002)]. In particular, we note that Yin and Lawphongpanich (2006) uti-
lized the following function to estimate vehicular C'O emissions, which was adopted
from the macroscopic relationship model of Wallace et al. (1998)

R < S

ealfa) = 2038 X ca(fa) x €T EET) | vae L, (4.1)

where [, denotes the length of link @ and ¢, corresponds to the travel time (in minutes)
to traverse link a. The length [, is measured in kilometers for each link ¢ € £ and
the emissions are in grams per hour. The expression for total C'O emissions on a link
a, denoted by é,(f,), is then given by

a(fa) = €a(fa) X far Va€ L. (4.2)

The total emissions of C'O generated on a network is denoted by TE and is hence

TE =) éa(fo)- (4.3)

a€EL

In this section, we are interested in determining TE evaluated at the U-O solution
and at the S-O solution for given networks as the capacity of the links on the networks
degrades.

We point out that Hizir (2006) derived total emission functions in the case of
multiple pollutants, notably, of carbon dioxide (CO3) and of nitrous oxide (NO;)
that are similar to the above total emission functions, except with differing parameters.
Moreover, the emission functions also included link capacities, as in the case of (4.1)
with BPR functions. A similar approach was taken by Akcelik and Besley (2003) in
the case of CO, COs, hydrocarbon (HC'), and NO,.
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4.4.2 Environmental Impact Assessment Indices for Transportation
Networks

We here propose indices based on the relative total emissions generated that assess
the environmental impact of the degradation of a transportation network based on the
two behavioral solution concepts, namely, under the user-optimizing flow pattern,
denoted by TEy o, and the system-optimizing flow pattern, denoted by TEgs_. In
particular, TEy; _ o denotes the total emissions on the network as given by expression
(4.2), where the vector f is the solution to the user-optimizing (or transportation
network equilibrium) conditions (cf. (2.19), (2.23), and (2.28) in Chapter 2). On
the other hand, TEg_ represents the total emissions generated on the network
according to expression (4.2) but now evaluated at the flow pattern given by the
solution to the S-O problem (cf. (2.38) in Chapter 2). We believe that the total
emissions generated are an appropriate measure since this value represents the total
emissions to society associated with travel on transportation networks. Moreover, as
the links degrade and the practical capacity of links decreases, the total emissions are
expected to increase; hence the relative total emissions of a transportation network
reflect the environmental impact.

The environmental impact assessment index for a transportation network G with
the vector of demands d, the vector of user link cost functions ¢, and the vector of link
capacities u is defined as the relative total emission increase under a given uniform
capacity retention ratio v (y € (0, 1]) so that the new capacities [cf. (3.7a)] are given
by yu. Let ¢ denote the vector of BPR user link cost functions and let d denote the
vector of O/D pair travel demands. The mathematical definition of the environmental
impact assessment index under the user-optimizing flow pattern, denoted by EI},_,,
is then
TEZI—O —TEy-o

TEv-o '
where TEy_o and TE}_O are the total emissions generated under the user-
optimizing flow pattern with the original capacities and the remaining capacities
(i.e., yu), respectively.

The mathematical definition of the environmental impact assessment index under
the system-optimizing flow pattern, denoted by EI_,, is

TEY_, - TEs_o
TEs-o *

El},_, =Ely_0(G,c.d,v,u) = (4.4a)

EIl_, =Els_0(G.c.d,v,u) = (4.4b)
where TEs_o and TE],_ , are the total emissions generated at the system-optimizing
flow pattern with the original capacities and the remaining capacities (i.e.. yu),
respectively.

For example, similar to the discussion after Definition 3.3, if v = .9, the user link
cost functions given by (3.7a) now have the link capacities given by .9u, fora € £;
if v+ = .7, the link capacities become .7u, for all links a € £, and so on. Such
changes also affect the emission functions (4.1) and (4.2).

Note that (4.4a) and (4.4b) capture the impact of alternative behaviors on the
environment as the transportation network is subject to link capacity degradations.
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These indicators focus on uniform link capacity degradations where each link capacity
denoted by u,, forlinksa € L is degraded to yu, foralla € £ where~ € (0, 1]. One
can also construct extensions of (4.4a) and (4.4)) to handle nonuniform deterioration
in link capacities where -y is now replaced by ¥, and where ¥ is a vector of link
retention ratios.

From these definitions, a transportation network under a given capacity reten-
tion/deterioration ratio v (and under either S-O or U-O travel behavior) is considered
to be environmentally robust if the index EI” is low. This means that the relative
total emissions do not change much; hence the transportation network may be viewed
as being more robust, from an environmental perspective, than if the relative total
emissions value is large.

4.4.3 Environmental Link Importance Identification and Ranking

As we discussed earlier in this chapter, damage caused to roads and bridges is ex-
pected to result in the rerouting of traffic (under U-O or S-O behavior), which may
result in congestion on the other part of the transportation network. Furthermore,
such congestion may further contribute to greenhouse emissions. Therefore, a thor-
ough understanding of the environmental impacts after the destruction of a link/node
or a set of links and nodes is crucial for making strategic plans to protect the envi-
ronment. Note that the importance measure introduced in Chapter 3 is focused on
network performance and does not apply directly to environmental impact assess-
ment. In addition, the importance measure does not allow for §-O behavior. Hence
we now propose environmental link importance indicators that can be used to study
the environmental link importance in a transportation network with alternative user
behaviors. The formal definitions are given as

_TEy o(G-1)~-TEy o

IIU—O - TEU—O (45&)
TEs 0(G —1) ~ TEgs._o -
I{G—O = TEs o , (4.5b)

where I}, _, denotes the importance indicator for link [ assuming U-O behavior and
IIS‘O denotes the analogue under S-O behavior; TEy _o(G — [) denotes the total
emissions generated under U-O behavior if link / is removed from the network, and
TEs_0(G — 1) denotes the same but under S-O behavior. Note that a link may be, in
effect, removed from a transportation network due to extreme events such as a bridge
collapsing, or a road becoming impassable. Based on the specific values of (4.5a)
and (4.5b), the links for a given transportation network can then be ranked. Clearly,
the most important links should be maintained and secured at a higher level because
their removal will have the largest environmental impact.

Obviously, to make a measure such as (4.5a) or (4.5b) applicable and well-defined,
it is essential that after the elimination of a given link [ there is still a path or route
available between each O/D pair.
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Figure 4.15: The network topology for the example in Section 4.4.4.1

4.4.4 Numerical Examples

We now explore the concepts described in Sections 4.4.2 and 4.4.3 in the context
of concrete numerical examples. In Section 4.4.4.1, we consider a transportation
network from the recent literature. In Section 4.4.4.2, we study the Sioux Falls
network. We then use the environmental network measures to examine the Anaheim
network in Section 4.4.4.3.

4.4.4.1 Application to a Network from the Literature The topology of the
first transportation network that we studied in this section is depicted in Figure 4.15.
This transportation network, but without the investigation of capacity degradation,
was proposed by Yin and Lawphongpanich (2006). There are two O/D pairs in the
network w; = (1,3) and wo = (2,4), with demands of d,,, = 3000 vehicles per
hour and d.,,, = 3000 vehicles per hour.

The user link cost functions, which here correspond to travel time in minutes, are
of the BPR form given by (3.7a) and are as follows

calfa) = 8(1 + .15(£o/2000)*), ep(fp) = 9(1 + .15( f/2000)"),

ce(fe) = 2(1 4 .15(£./2000)Y),  cq(fa) = 6(1 + .15(f4/4000)").

ce(fe) = 3(L+.15(£./2000)"), ¢p(fr) = 3(1 + .15(f7/2500)"),
cg(fy) = 4(1+ .15(f,/2500)").

The lengths of the links, in kilometers, in turn, which are needed to compute the
environmental emissions [cf. (4.1) - (4.3)] and constructed by Yin and Lawphong-
panich (2006) are given by:

lg =80, [,=90, =20, [43=60, [=30, =30 1I[;=40.

Table 4.2 presents the U-O link flow solutions as the capacity ratio y changes inthe
range from 0. to 1. Table 4.3 reports the corresponding S-O link flow solutions. Table
4.4 displays the total CO emissions generated under these two distinct behavioral
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Table 4.2: U-O solutions as capacity deteriorates — link flows for the network in
Section 4.4.4.1

Link y=1. y=. y=.8 vy=.7 vy =.6 y=.5 v =4 y=.3 v =.2 y=.1
2514.99 | 2268.3 2038.30 | 1842.66 | 1699.60 | 1609.46 | 1559.85 | 1536.47 | 1527.82 | 1525.83
2624.17 | 2365.60 | 2120.00 | 1905.80 | 174240 | 1635.32 | 1574.73 | 1545.75 | 1534.96 | 1532.47
485.01 731.69 961.70 | 1157.34 | 1300.40 | 1390.54 | 1440.15 | 1463.53 | 1472.18 | 1474.17
860.84 | 1366.09 | 1841.70 | 2251.44 | 2558.00 | 2755.23 | 2865.42 | 2917.78 | 2937.21 | 2941.70
375.83 634.40 880.00 109.20 | 1257.60 | 1364.68 | 1425.27 | 1454.25 | 1465.04 | 1467.17
485.01 731.69 961.70 [ 1157.34 | 1300.40 | 1390.54 | 1440.14 | 1463.53 | 147218 | 1474.17
375.83 634.40 880.00 | 1094.20 | 1257.60 | 1364.68 | 1425.27 | 1454.25 | 1465.04 | 1467.53

2

N RN E- N I N

Table 4.3: S-O solutions as capacity deteriorates — link flows for the network in
Section 4.4.4.1

Link 7=1 y=.9 y=.8 v=.7 y=.6 ¥y=.5 =4 7=.3 y=.2 4 =1

a 1791.87 | 1701.73 | 1635.64 | 1589.96 | 1560.28 | 1542.34 | 1532.50 | 1527.85 | 1526.12 | 1525.72
1348.60 | 1744.93 | 1666.79 | 1611.65 | 1575.26 | 1553.05 | 1540.81 | 1535.00 | 1532.84 | 1532.34
1208.13 | 1298.27 | 1364.36 | 1410.04 | 1439.72 | 1457.67 | 1467.50 | 1472.15 | 1473.88 | 1471.28
2359.53 | 2553.34 | 2697.57 | 2798.40 | 2864.46 | 2904.62 { 2926.69 | 2937.16 | 2941.04 | 2941.94
1151.40 | 1255.07 | 1333.21 | 1388.35 | 1424.74 | 1446.95 | 1459.19 | 1465.00 | 1467.16 | 1467.66
1208.13 | 1298.27 } 1364.36 | 1410.04 | 1439.72 | 1457.67 | 1467.50 | 1472.15 | 1473.88 | 1474.28
1151.40 | 1255.07 | 1333.21 | 1388.35 | 1424.74 | 1446.95 | 1459.19 | 1465.00 | 1467.16 | 1467.66

@ | R | o

Table 4.4: Total emissions generated (grams/hour) and envi-
ronmental impact indicators for varying degradable capacities
for the network in Section 4.4.4.1

~ TE; El,_, TE s_0 El}
1. | 26,744.62 0000 27,140.19 0000
9| 27,336.24 0221 27, 565.00 0157
8 | 27,982.55 0463 28, 045.61 0334
7| 28,820.11 0776 28,753.98 0595
6 | 30,291.05 1326 30,162.84 1114
5 | 33,874.37 2666 33,758.30 2438
4| 45,033.94 6839 44,970.11 6570
3| 88,96412 | 23364 | 88,943.63 | 22772
2| 355,639.84 | 122976 | 35563628 | 12.1037
.1 | 5,351,015.00 | 199.0782 | 5,351,016.50 | 196.1621

assumptions and under the same capacity retention ratios . In addition, Table 4.4
documents the two environmental impact assessment indices.

Figure 4.16 depicts the ratio of TE],_, to TE? s_o. Figure 4.17 plots the envi-
ronmental impact indicators under U-O and S-O behaviors.
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Figure 4.16: Ratio of TEZ,, o 10 TE” s_p for the network in Section 4.4.4.1
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Figure 4.17: Ratio of Elz,_o to El}_o for the network in Section 4.4.4.1

As can be seen from Table 4.4 and Figure 4.16, the total emissions generated are
lower under the U-O behavioral principle fromy = 1 [this case was noted also by Yin
and Lawphongpanich (2006)] until vy = .7. For v = .7, .6, and so on, through y = .1
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Table 4.5: Environmental link im-
portance indicators under U-O be-
havior for the network in Section

44.4.1
Link! | TEv o(G-01) | T, o
a 30439.95 14
b 31823.13 .19
c 27802.31 04
d 28752.22 07
e 27692.11 03
f 27802.31 04
g 27692.11 .03

Table 4.6: Environmental link im-
portance indicators under S-O be-
havior for the network in Section

4.4.4.1
Linkl | TEs 0(G—1) | Is_o
a 30493.30 12
b 31856.33 17
c 28070.21 03
d 28752.22 06
c 27909.01 03
7 2807021 03
g 27909.01 03

the total emissions generated under S-O behavior are lower than those generated
under U-O behavior. However, once v = .3, the difference is not appreciable. One
can easily see from Table 4.4 and Figure 4.17, in turn, that under S-O behavior the
transportation network may be viewed as being more robust from an environmental
perspective in that, for a given value of + that is less than 1, the value for S-O is
lower than the value for U-O, indicating that the relative increase in emissions for
this example is lower when the transportation network link capacities decrease in the
case of S-O behavior.

We proceed to now determine the link importance indicators according to (4.4a)
and (4.4b). The results are reported in Tables 4.5 and 4.6, respectively.

Figure 4.18 displays the importance indicator values and the rankings of the links
from most important to least important under both U-O and S-O behaviors. It is
clear from Figure 4.18 that the rankings of the links are identical for this numerical
example when the travelers behave in either a U-O or in a S-O manner. In particular,
link b is most important, followed by link a and then link d. Links c and f are equal
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Figure 4.18: Environmental link importance values and rankings under U-O and S-O
behavior for the network in Section 4.4.4.1

in importance, followed by links e and g, which also share the same importance
indicator value. Hence, from an environmental planning, maintenance, and security
perspective, the links should be “protected” accordingly.

From the data in Tables 4.2 and 4.3, we see that link b carries the largest amount
of flow in both U-O and S-O solutions. Therefore, the removal of link b causes a
significant amount of traffic flow to reroute, which causes more congestion on the
other links. This resulting congestion is the most significant contributor to the total
emissions. On the other hand, links e and g carry the least amount of flow in both
U-O and S-O solutions. Hence the removal of them results in a minimal amount of
rerouting of flows and causes the least additional congestion on the other links. As a
consequence, these two links are not important from an environmental perspective.

4.4.4.2 The Environmental Robustness of the Sioux Falls Network We
here determine the values of the environmental measures to ascertain the environ-
mental robustness of the Sioux Falls network. The network topology is shown in
Figure 4.4. In Table 4.7, we present the total CO emissions generated under the two
distinct behavioral assumptions and under the same capacity retention ratios 7. In
addition, Table 4.7 also documents the two environmental impact assessment indices.

Figure 4.19 depicts the ratio of TE];, _, to TE” g_¢. In Figure 4.20, we plot the
ratio of EIj;,_, to EI"g_o.

As can be seen from Table 4.7 and Figure 4.19, the total emissions generated under
the U-O behavioral principle are consistently lower than those under S-O behavior.
Moreover, the difference gets larger with the increase in the capacity retention ratio
v. One can also easily see from Table 4.7 and Figure 4.20, in turn, that under U-O
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Table 4.7: Total emissions generated (grams/hour) and envi-
ronmental impact indicators for varying degradable capacities

for the Sioux Falls

network

~y TEZ,_O (x10%) Bl 5 TEY 5_0o(x10%) EI;._O
1% 2.2323 0000 5.2578 .0000
9 2.5964 1636 7.2030 .3700
8 3.2447 4542 10.6592 1.0273
7 4.4820 1.0087 17.2023 22717
.6 7.0677 2.1675 30.7401 4.8466
D 13.1320 4.8854 62.3732 10.8631
4 30.0623 12.4720 150.5202 27.6279
3 92.0500 40.2540 473.1643 88.9920
2 460.5401 205.3999 2390.7321 453.6959
. | 7348.6102 3292.4000 38235.1022 7271.0529
045
040 -
b
B 035
-
&
o 030
F:i
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Figure 4.19: Ratio of TE}; _, to TE}_, for the Sioux Falls network
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behavior the transportation network may be viewed as being more robust from an
environmental perspective in that, for a given value of 7 less than 1, the value for
U-O is lower than the value for S-O, indicating that the relative increase in emissions
for the Sioux Falls network is lower when the transportation network link capacities

decrease in the case of U-O behavior.

This result is different from that of the

example in Section 4.4.4.] because the network topology and the cost and demand
information are different. Therefore, we have to study networks individually and
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Table 4.8: Total emissions generated (grams/hour) and en-
vironmental impact indicators for varying degradable ca-
pacities for the Anaheim network

v | TE], o (x10°) | EI}, , | TE's_o(x10°) | EIg
1. 6.8695 20000 6.8510 10000
9 6.9382 0100 6.8960 0066
8 7.0651 0285 7.0254 0255
7 7.3300 0664 7.2955 0649
6 7.9086 1513 7.8901 1517
5 9.3661 3634 9.3568 3658
4 13.6260 9836 13.6140 9872
3 29.4370 3.2852 29.4050 32921
2 124.3400 17.1003 124.3000 17.1433
1| 1903.3000 | 276.0653 |  1902.8000 | 276.7405

with the appropriate associated travel behavior to evaluate the environmental impact

in the case of network link degradation.

4.4.4.3 The Environmental Robustness of the Anaheim Network We
now compute the environmental impact indices for the Anaheim network. In Table
4.8, the total C'O emissions under the two alternative travel behaviors are listed

with capacity retention ratios . In addition, Table 4.8 also documents the two

environmental impact assessment indices.
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Figure 4.21: Ratio of TE], _, to TE} _, for the Anaheim network
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Figure 4.22: Ratio of EI,_, to EI%_, for the Anaheim network

Figure 4.21 depicts the ratio of TE], _, to TEY g . Figure 4.22 plots the ratio of
El?}_o to EI"s_o.

We can see from Figure 4.21 that the total emissions under the U-O flow pattern
are always greater than those under the S-O flow pattern, and when ~ is equal to .9
the ratio reaches a maximum.
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Figure 4.23: Importance and ranking of links for the network in Section 4.4.4.1 using
(3.5)

From Figure 4.22, we can see that the Anaheim network is considered environ-
mentally robust under S-O user travel behavior when v is above .7, while itis slightly
better off under U-O user travel behavior when « is under .6.

4.5 SUMMARY AND CONCLUSIONS

As argued earlier in this chapter, transportation networks are one of the most important
critical infrastructure networks because they provide life-line support to societies
and economies. To assess the functionality of transportation networks, we have to
consider flows with different user behaviors. In this chapter, we applied the network
measures introduced in Chapter 3 to study some real-world large transportation
network examples, including the Sioux Falls network and the Anaheim network. In
particular, we showed that, with the proposed network measures, one can analyze
transportation network performance and robustness under different user behaviors.

Furthermore, congestion on transportation networks is a major contributor to
greenhouse emissions, which result in more and more disastrous weather that causes
further damage to transportation networks. To study the environmental impact of
transportation deterioration, we proposed environmental impact indices to measure
how environmentally robust a transportation network is after capacity degradation
under different user behaviors. Using similar concepts, we also studied the environ-
mental importance of transportation links after an outright removal of a link. This
chapter clearly demonstrates that the proposed network measures can be used to
study vulnerability and robustness from the perspectives of network performance,
total cost, and/or environmental emissions, for large transportation networks.
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Moreover, by using the network efficiency/performance measure (3.2) proposed
in Chapter 3, and those described in this chapter [cf. (4.5a) and (4.5D)], one can study
the importance of network components from different perspectives. For example,
the network performance measure £ (cf. (3.2)) and its resulting link/node impor-
tance measure I(g) [cf. (3.5)] should be used when one is interested in analyzing
transportation network vulnerability from the network efficiency/performance point
of view. On the other hand, if one is concerned with the environmental impact of
the removal of a link under different user behaviors, the environmental importance
indicators [cf. (4.5a) and (4.5b)] are appropriate to use. For completeness, we also
display in Figure 4.23 the link importance and rankings based on (3.5) for the network
example in Section 4.4.4.1.

From Figure 4.23, one can see that from a network performance perspective link
d is the most important link because it is shared by both O/D pairs and the removal
of it will cause rerouting, which will significantly increase the costs on the remaining
paths. However, by comparing Figures 4.18 and 4.23, we know that links g and e
(and then links ¢ and f) remain the least important under the network efficiency link
importance measure as well as either (4.5a) or (4.5b).

Nevertheless, we need to point out that these network importance measures are
based on different assumptions and, therefore, have different possible applications.
For example, as discussed in Section 3.2.2, the importance measure based on (3.2)
can hand!le a network with disconnected O/D pairs under U-O flow patterns, whereas
the definitions of the environmental importance indicators assume that every O/D pair
remains connected after the removal of a link for both U-O and S-O solutions. More-
over, the network importance measure (3.5) can also be used to study the importance
of nodes, while the environmental importance indicators focus on the importance of
links. Obviously, if the removal of a node will not cause any disconnected O/D pair,
(4.5a) and (4.5)) can also be used to study the environmental importance of a node
under different user behaviors.

4.6 SOURCES AND NOTES

Section 4.1 is based on Section 5 in Nagurney and Qiang (2007b). The relative total
cost index results for the Sioux Falls network in Section 4.2 are from Nagurney and
Qiang (2009). However, in this chapter, we extended the results by also computing the
robustness measure results for the Sioux Falls network in Section 4.2.2. In addition,
new capacity enhancement results are presented in this chapter. Furthermore, we
applied the network robustness measures to study a larger network, the Anaheim
network, in Section 4.3. Finally, Section 4.4 is based on the paper by Nagurney,
Qiang, and Nagurney (2008). In this chapter, however, we added new results for the
large-scale Anaheim network.

We used € = 0.1 as the convergence tolerance for both the equilibration algorithm
and the projection method (cf. Sections 2.4.1 and 2.4.2) for the Sioux Falls and the
Anaheim network examples in Sections 4.2, 4.3 and 4.4. Note that the user link
cost functions for these large-scale networks are separable. It is worth stating, to
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be fully explicit, that, in the computation of the network efficiency measure £ [cf.
(3.2)] and the importance of a network component (g} [see (3.5)], in the case of
nonseparable user link cost functions (and, similarly, nonseparable disutility functions
in the case of elastic demands), the removal of a link (O/D node), in effect, is handled
as resulting in zero flow in the terms of the corresponding link cost functions (the
disutility functions), because the link (the node) no longer exists. Furthermore, we
can also directly apply the network efficiency measure £ and the resulting network
component importance measure /(g) to study multimodal/multiclass transportation
networks after the network is transformed into a single-modal/single-class network,
as discussed in Section 2.5.

Clearly, different modes of transportation from public modes such as busses and
trains to private ones from cars to bicycles affect congestion and environmental
emissions in distinct ways. The quantitative tools constructed in this chapter can
also be applied with straightforward adaptation to determine the impact on network
efficiency and/or on the environment, of the removal/deterioration of transportation
modes or the investment in modal capacity. Finally, given the importance of climate
change and its impact on infrastructure, the tools in this chapter are of immediate
relevance to practice [see, e.g., Schulz (2007)].
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CHAPTER5

SUPPLY CHAIN NETWORKS WITH
DISRUPTION RISKS

5.1 INTRODUCTION

Supply chain networks are the underpinning skeletons of the business world. These
networks, more and more, are global in nature, with products consisting of parts
manufactured in different regions of the world, assembled in yet other locations, and
then shipped across continents and oceans to retailers and consumers. Such complex
networks consist of manufacturers (and their suppliers), shippers, and carriers using
various modes of transportation, and distribution centers (and warehouses), where the
products are stored and, ultimately, from which they are sent from to the customers.
Supply chains involve many decision-makers interacting with one another, sometimes
competing and at other times necessarily cooperating.

Indeed, as a result of globalization, more and more companies and customers rely
on overseas suppliers and products. For example, according to the U.S. Customs
and Border Protection (2007), the United States currently imports approximately
$2 trillion worth of products annually from more than 150 countries. Furthermore,
experts project that this amount will triple by 2015. Figure 5.1 shows the U.S. import
value by fiscal year, which clearly demonstrates this upward trend.

Fragile Networks. By Anna Nagumney and Qiang Qiang 113
Copyright © 2009 John Wiley & Sons, Inc.
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Figure 5.1: U.S. import value by fiscal year [Source: U.S. Customs and Border
Protection (2007)]

Supply chain networks depend on infrastructure networks for their effective and
efficient operations from manufacturing and logistical networks, to transportation
networks, electric power networks, financial networks, and telecommunication net-
works, most notably, the Internet.

No supply chain, logistics system, or infrastructure system is immune to disrup-
tions and as long as there have been supply chains there have been disruptions.

However, in the past decade there have been vivid high-profile examples of supply
chain disruptions and their effects. As a now classical example, in March 2000,
lightning struck a Philips semiconductor plant in Albuquerque, New Mexico, creating
a 10-minute fire that resulted in smoke and water damage to millions of computer
chips and the subsequent delay of delivery to its two largest customers: Finland’s
Nokia and Sweden’s Ericsson. Ericsson used the Philips plant as its sole source
and reported a $400 million loss because it did not receive the chip deliveries in a
timely manner; Nokia moved quickly to tie up spare capacity at other Philips plants
and refitted some of its phones so that it could use chips from other U.S. and from
Japanese suppliers. Nokia managed to arrange alternative supplies and, therefore,
mitigated the effect of the disruption. Ericsson learned a painful lesson from this
disaster [cf. Handfield (2007)].

Another major supply chain disruption in the United States was due to the West
Coast port lockout in 2002, which resulted in a 10 day shutdown of ports in early
October, typically, the busiest month. About 42% of the U.S. trade products and 52%
of imported apparel go through these ports, which include Los Angeles. The Pacific
Maritime Association (PMA) locked out members of the International Longshore and
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Warehouse Union (ILWU), forcing cargo ships to sit idly in ports from Seattle to San
Diego, holding up the loading and unloading of potentially billions of dollars of cargo.
Estimated losses were $1 billion per day. Wal-Mart and Costco planned months in
advance and Wal-Mart anticipated the lockout and had extra inventory shipped to
Hawaii and Alaska. Port operations and schedules did not return to normal until 6
months after the strike ended [cf. Lazaro (2002)].

Owing to Hurricane Katrina, which hit in 2005, 10 - 15% of the total U.S. gasoline
production was halted, raising the oil price both in the United States and overseas
[see, e.g., Canadian Competition Bureau (2006)]. In 2008, we saw how Hurricane
Gustav affected gas availability (and prices) thousands of miles away from the points
of impact.

The world price of coffee, in turn, rose 22% after Hurricane Mitch in 1998 struck
the Central American republics of Nicaragua, Guatemala, and Honduras, which
affected supply chains worldwide [Fairtrade Foundation (2002)].

The financial and economic crisis of 2008 is expected to result in failures not
only of financial and other service providers but also of manufacturers, including,
possibly, automobile manufacturers. Potential cascading failures may affect suppliers
upstream in their supply chains as well as retailers downstream.

As summarized by Sheffi (2005), one of the main characteristics of disruptions
in supply networks is “the seemingly unrelated consequences and vulnerabilities
stemming from global connectivity.”

In addition, to demonstrate the dependence of supply chain networks on other
infrastructure networks, including the Internet, we highlight the following: According
to Kembel (2000) the cost of downtime (in terms of lost revenue) for several online
companies if their computers and/or telecomm networks are down (for one hour of
downtime) ranges from $225,000 for eBay; $180,000 for Amazon, and $6.450,000
for a brokerage firm. These costs do not even include employee costs or loss of
goodwill [see also Snyder and Shen (2006)].

It is interesting that, in recent decades, the focus has been on lean supply chains
and, although such supply chains may work well when the environment is predictable
and steady, they may be very sensitive to disruptions because they lack redundancy
and slack in their systems. Furthermore, firms today may be much less vertically
integrated (while, clearly, more global). Indeed, decades ago, the Ford Motor Com-
pany and other automobile manufacturers and even IBM produced their products
essentially in their entirety.

Lynn (2006) argued that globalization has led to extremely fragile supply chains.
Suppliers today may be in parts of the world that are unstable and subject to natural
disasters, political instability, and strife. In fact, Craighead et al. (2007) emphasized
that supply chain disruptions and the associated operational and financial risks are
the most pressing issues faced by firms in today’s competitive global environment.

The rigorous modeling and analysis of supply chain networks, in the presence of
possible disruptions, is imperative because, as noted, disruptions may have lasting
major financial consequences. Hendricks and Singhal (2005) analyzed 800 instances
of supply chain disruptions experienced by firms whose stocks are publicly traded.
They found that the companies that suffered supply chain disruptions experienced
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share price returns 33 - 40 % lowei than the industry and the general market bench-
marks. Furthermore, share price volatility was 13.5 % higher in these companies in
the year after a disruption than in the year before the event. Based on their findings, it
is evident that only well-prepared companies can effectively cope with supply chain
disruptions. Wagner and Bode (2007), in turn, designed a survey to study empirically
the responses from executives of firms in Germany regarding their opinions about the
factors that affect supply chain vulnerability. The authors found that demand-side
risks are related to customer dependence whereas supply-stde risks are associated
with supplier dependence, single sourcing, and global sourcing.

Supply chain disruptions and the associated risks are now major topics in both
theoretical and applied research as well as in practice. Risk in the context of supply
chains may be associated with the production/procurement processes, the transporta-
tion/shipment of the goods, and/or the demand markets. It is notable that the focus of
research has been on demand-side risk, which is related to fluctuations in the demand
for products, as opposed to the supply-side risk, which deals with uncertain condi-
tions that affect the production and transportation processes of the supply chain. The
goal of supply chain risk management is to alleviate the consequences of disruptions
and risks or, simply put, to increase the robustness of a supply chain. However, there
are very few quantitative models for measuring supply chain robustness. For exam-
ple, Bundschuh, Klajan, and Thurston (2003) discussed the design of a supply chain
from both reliability and robustness perspectives. The authors built a mixed integer
programming supply chain model with constraints for reliability and robustness. The
robustness constraint was formulated in an implicit form by requiring the suppliers’
sourcing limit to exceed a certain level. In this way, the model builds redundancy
into a supply chain.

Snyder and Daskin (2005) examined supply chain disruptions in the context of
facility location. The objective of their model was to select locations for warehouses
and other facilities that minimize the transportation costs to customers and, at the same
time, account for possible closures of facilities that would result in re-routing of the
product. However, Snyder and Shen (2006) note: “Although these are multi-location
models, they focus primarily on the local effects of disruptions.”

Indeed, to-date, most supply disruption studies have focused on a local point of
view, in the form of a single-supplier problem [see, e.g., Gupta (1996) and Parlar
(1997)] or a two-supplier problem [see, e.g., Parlar and Perry (1996)]. Very few
papers have examined supply chain risk management in an environment with multiple
decision-makers and in the case of uncertain demands [cf. Tomlin (2006)].

It is imperative to study supply chain risk management from a holistic, system-
wide perspective and to capture the interactions among the multiple decision-makers
in the various supply chain network tiers. Such a perspective has also been argued
by Wu, Blackhurst, and Chidambaram (2006), who focused on inbound supply risk
analysis. Toward that end, in this chapter, we take an entirely different approach,
and we consider supply chain robustness in the context of multitiered supply chain
networks with multiple decision-makers under equilibrium conditions.

However, to study supply chain robustness, an informative and effective perfor-
mance measure is first required. Beamon (1998, 1999) reviewed the supply chain
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literature and suggested directions for research on supply chain performance mea-
sures, which should include criteria on efficient resource allocation, output maxi-
mization, and flexible adaptation to the environmental changes [see also, Lee and
Whang (1999), Lambert and Pohlen (2001), and Lai, Ngai, and Cheng (2002)]. Dif-
ferent supply performance measures can be devised based on the specific nature of
the problem. In any event, the discussion here is not meant to cover all the existing
supply chain performance measures. It would be a challenging task to devise a supply
chain performance measure that would cover all aspects of supply chains. Such a
discussion, we expect, will be an ongoing research topic for years to come.

In this chapter, we study supply chain robustness based on the unified network
performance measure for decentralized decision-making described in Section 3.2.
Recall that the unified measure captures the network flows, the costs, and the decision-
makers’ behavior under network equilibrium conditions. Moreover, the model in this
chapter extends the supply chain model of Nagurney, Dong, and Zhang (2002), which
was the first to capture competition across tiers of decision-makers and cooperation
between successive tiers in a general network equilibrium framework. Here we
consider also random demands [c¢f. Nagurney et al. (2005)] and several other
extensions. Specifically, to study supply chain robustness, the model contains the
following novel features:

1. We associate each process in a supply chain with random cost parameters to
represent the impact of disruptions to the supply chain.

2. We extend the aforementioned supply chain models to capture the attitude of the
manufacturers and the retailers toward disruption risks.

3. We propose a weighted performance measure to evaluate different supply chain
disruptions.

4. Different transportation modes are explicitly incorporated into the model [see also,
e.g., Dong, Zhang, and Nagurney (2002) and Dong et al. (2005)].

In a multimodal transportation supply chain, alternative transportation modes can
be used in the case of a failure of a specific transportation mode. Indeed, authors
have emphasized that redundancy needs to be considered in the design of supply
chains to prevent supply chain disruptions. For example, Wilson (2007) used a sys-
tem dynamic simulation to study the relationship between transportation disruptions
and supply chain performance and found that the existence of transportation alterna-
tives significantly improved supply chain performance in the case of transportation
disruptions.

In our modeling framework, we assume that the probability distributions of the
disruption-related cost parameters are known. This assumption is not unreasonable
given today’s advanced information technology and increasing awareness of the risks
among managers. A great deal of disruption-related information can be obtained
from a careful examination and abstraction of the relevant data sources. Specifically,
as indicated by Sheffi (2005), “as investigation boards and legal proceedings have
revealed, in many cases relevant data are on the record but not funneled into a useful
place or not analyzed to bring out the information in the data.”


http://

118 SUPPLY CHAIN NETWORKS WITH DISRUPTION RISKS

The organization of this chapter is as follows. In Section 5.2, we present the model
of a supply chain network faced with (possible) disruptions and in the case of random
demands and multiple transportation modes. In Section 5.3, we propose a weighted
supply chain performance measure with consideration of robustness. In Section 5.4,
we present the realization of the modified projection method for the supply chain
network equilibrium problem with uncertainty and random demands. In Section £.5,
we provide numerical examples to illustrate the model and concepts. The results are
summarized in Section 5.6.

5.2 THE SUPPLY CHAIN MODEL WITH DISRUPTION RISKS AND
RANDOM DEMANDS

The supply chain model consists of rn manufacturers, with a typical manufacturer
denoted by ¢, n retailers with a typical retailer denoted by j, and o demand markets
with a typical demand market denoted by k. Furthermore, we assume that there are g
transportation modes from manufacturers to retailers, with a typical mode denoted by
u, and that there are A transportation modes between retailers and demand markets,
with a typical mode denoted by v. Typical transportation modes may include trucking,
rail, air, and sea. By allowing multiple modes of transportation between successive
tiers of the supply chain we also generalize the earlier models of Dong, Zhang, and
Nagurney (2002) and Dong et al. (2005).

Manufacturers are assumed to produce a homogeneous product, which can be
purchased by retailers, who, in turn, make the product available to demand markets.
Each process in the supply chain is associated with some random parameters that
affect the cost functions.

The topology of the supply chain network is depicted in Figure 5.2.

5.2.1 The Behavior of the Manufacturers

We assume a homogeneous product economy, meaning that all manufacturers produce
the same product which is then shipped to the retailers, who, in turn, sell the product
to the demand markets.

Let ¢; denote the production output of manufacturer i; ¢ = 1,....m. Let ¢
denote the product shipment between manufacturer 7 and retailer j using mode of
transportation u. We group the production outputs and these product shipments into
the respective vectors ¢ and Q'.

Because the total amount of the product shipped from a manufacturer via different
transportation modes has to be equal to the amount of the production of each manu-
facturer, we have the following relationship between the production of manufacturer
¢ and its shipments to the retailers

n

g
=Y q4 i=1...m (5.1)

j=1lu=1
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fanufacturers

Transportation,
Modes

Demand Markets

Figure 5.2: The multitiered and multimodal structure of the supply chain

We assume that disruptions will affect the production processes of manufacturers,
the impact of which is reflected in the production cost functions. For each manu-
facturer ¢, there is a random parameter «; that reflects the effect of disruptions to
its production cost function with the corresponding cumulative distribution func-
tion given by F;(a;). We let fi(q, ;) = fi(Q". ;) denote the production cost of
manufacturer ¢ with random parameter «; fori =1,...,m.

The expected production cost function for firm ¢, denoted by F,-(Q1 ), is given by

Fi(Ql)E/vf,»(Ql.ai)d_ﬁ(ai), i=1,....m. (5.2)

We denote the variance of the production cost function as V F;(Q'), where i =
1,....m.

As noted earlier, we assume that each manufacturer has g types of transportation
modes available to ship the product to the retailers, the cost of which is also subject
to disruption impacts. The term /3}; denotes the random parameter associated with
the transportation cost of shipment between ¢ and j via mode « and the correspond-
ing cumulative distribution function is denoted by F(85), for all i = 1.....m;
j=1,...,n;and u = 1,..., g. The transportation/transaction cost between manu-
facturer ¢ and retailer j via transportation mode u with the random parameter /3}; is

denoted by ¢} (q;, ;) for all ¢, j, .
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The expected transportation cosi function, denoted by C’L %(g};), 1s then given by

C:j(ql"])z/ﬁ cii(asy, Bis)dFi5(85), i ampj=1..nu=1,...,¢.

’ (5.3)
We denote the variance of the transportation cost function as V' C}5(g;,) where @ =
l,....my3=1,....nyu=1,...,9.

It is well-known that variance may be used to measure risk [see, e.g., Silberberg
and Suen (2000)]; Tomlin (2006) used such an approach to study risks in applications
to supply chains. Therefore, we assign a nonnegative weight 8; to the variance of the
cost functions for each manufacturer ¢ to reflect it$ attitude towards disruption risks.
The larger the weight is, the larger the penalty a manufacturer imposes on the risk
and, therefore, the more risk-averse the manufacturer is.

Let pY}; denote the price charged for the product by manufacturer ¢ to retailer j
when the product is shipped via transportation mode u. Hence manufacturers can
price according to their locations as well as according to the transportation modes
utilized. Each manufacturer faces two objectives: to maximize his expected profit
and to minimize the disruption risks adjusted by his risk attitude. Therefore, the

objective function for manufacturer i; ¢ = 1, ..., m, can be expressed as follows
n g
Maximize 3°3° ptiat - @) - 30 €hial)
j=1lu=1 j=lu=1
n g
—0;[V )+ YD VCH(ay)] (5.4)
j=1u=t1

subject to:
q;‘j >0, forall 4, j, and u.

The first term in (5.4) represents the revenue. The second term is the expected
disruption-related production cost. The third term is the expected disruption-related
transportation cost. The fourth term is the cost of disruption risks adjusted by each
manufacturer’s attitude.

We assume that, for each manufacturer, the production cost function and the
transaction cost functions without disruptions are continuously differentiable and
convex. It is easy to verify that £5(Q'), VE;(Q"), C’Z(q}‘J) and VC}(g};) are also
continuously differentiable and convex. Furthermore, we assume that manufacturers
compete in a noncooperative fashion in the sense of Nash (1950, 1951). Hence the
optimality conditions for all manufacturers simultaneously can be expressed as the
following variational inequality [see also Bazaraa, Sherali, and Shetty (1993) and
Nagurney, Dong, and Zhang (2002)]: Determine Q'* € R} satistying

aé?% ux Q) AVCE(qY
ZZZ 1](Q1j)+0i(aVFz(Q )+ (q ))_ u*]

' * L% pl t7
i=1 j=1u=1 8(]” 8qlu] 8(‘1:3 aqz v

x[gf; — g1 > 0. vQ' € RT™. (5.5)
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5.2.2 The Behavior of the Retailers

The retailers, in turn, are involved in transactions both with the manufacturers and
the demand markets because they must obtain the product to deliver to the consumers
at the demand markets.

Let p37, denote the price charged for the product by retailer j to demand market
k when the product is shipped via transportation mode v. Hence retailers can price
according to their locations as well as according to the transportation modes utilized.
This price is determined endogenously in the model along with the prices associated
with the manufacturers, that is, the p’l‘;‘j, for all 4, 7 and u. We assume that certain
disruptions will affect the retailers’ handling processes (e.g., the storage and display
processes). An additional random risk/disruption-related random parameter 7); is
associated with the handling cost of retailer j. Recall that we also assume that there
are h types of transportation modes available to each retailer for shipping the product
to the demand markets.

Let n; denote the random parameter associated with the handling cost of retailer
J, with the corresponding cumulative distribution function denoted by F;(7;) for all
retailers j; j = 1,...,n. Let ¢, denote the product shipment between retailer j and
demand market k& shipped via mode k. We group all such shipments into the vector
(2. The handling cost, in turn, associated with retailerj is denoted by c;, where
¢j = ¢;(Q', Q% ny) for all retailers j; j = 1,.

The expected handling cost, denoted by CI(Ql QQ) forretailer j; 7 =1, ..., n,
is then given by

Cj(QY, Q) = / e (Q'. Q% n)dF;(n), j=1,....n. (5.6)
n;
We denote the variance of the handling cost function as VC}(QI, Q?) where j =
1,...,n.

Furthermore, similar to the case for the manufacturers, we associate a nonnegative
weight w; to the variance of each retailer’s handling cost according to its attitude
toward risk. Each retailer faces two objectives: to maximize its expected profit and
to minimize the disruption risks adjusted by its risk attitude. Therefore, the objective
function for retailer j; j = 1,...,n, can be expressed as follows

m g
Maximize Zzps;kqjk HQL QY = DY el - wVOHQ, Q)

k=1v=1 i=1 u=1
(5.7)

subject to:
m

NS D I (5.8)

k=1v=1 i=1 u=1
and the nonnegativity constraints: q;‘j > 0 forall 4, 7, and u; q}’k > 0 forall j, k, and
v,
Objective function (5.7) expresses that the difference between the revenues minus
the expected handling cost and the payout to the manufacturers, and the weighted


http://

122 SUPPLY CHAIN NETWORKS WITH DISRUPTION RISKS

disruption risk is to be maximized. Constraint (5.8) states that retailers cannot
purchase more product from a retailer than is available in stock.

The term ~y; denotes the Lagrange multiplier associated with constraint (5.8)
for retailer 7. Furthermore, we assume that, for each retailer, the handling cost
without disruptions is continuously differentiable and convex. It is easy to verify that
C'Jl (Q'. Q% and VC}(Q', Q?) are also continuously differentiable and convex. We
assume that retailers compete with one another in a noncooperative manner, seeking to
determine their optimal shipments from the manufacturers and to the demand markets.
The optimality conditions for all retailers simultaneously coincide with the solution
of the following variational inequality: Determine (Q'*, Q%*,v*) € RT"9+'"Oh'+"
satisfying

m n g acl Ql* QQ*) » 8VC}(Q1*,Q2*) . s
I [ o + P15+ T =5 ) < laij — ai5]

i=1 j=1u=1

n oo h 9CL (O 02 1 Als 2
oc; (@, Q) oVC;(Q, Q%)
+ Z Pkt + w; L ]
i=1k=1v=1 aqﬂ\' aqjk‘
[q]k_q;:]
n m
* p mng+noh+n
LYY ZZQ =¥ 2 0, M@ Q%) € Rymatnotn,
=1 i=1u=1 k=1v=

(5.9)

5.2.3 The Market Equilibrium Conditions

We now turn to a discussion of the market equilibrium conditions. Subsequently, we
construct the equilibrium condition for the entire supply chain network.

Let c}’k(Qz) denote the unit transaction/transportation cost associated with ship-
ping the product between retailer 7 and demand market & via transportation mode
v for all 7, k,v. Also, let ps; denote the demand price at demand market £ for
k =1,...,0. We group the demand market prices into the vector p3. The random
demand at demand market k is denoted by dy.(p3), with the expected value di(p3)
for all retailers k; k= 1,..., 0.

The equilibrium conditions associated with the product shipments that take place
between the retailers and the consumers are the stochastic economic equilibrium
conditions, which, mathematically, take on the following form: For any retailer with

associated demand market k; k=1,....0
~ , 'f * = 0‘
di(p3) <X, 12" RAT Py (5.10a)
Zj:l ZU:1 ijs if P3k > 0.

* v * ZP*-» if qlf'*,:O.
Py + i (Q? ){ - pi’ " qu S0 (5.10b)
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Conditions (5.10a) state if the expected demand price at demand market & is
positive, then the quantities purchased by consumers at the demand market from the
retailers in the aggregate is equal to the demand at demand market k. Conditions
(5.10b) state, in turn, that, in equilibrium, if the consumers at demand market k
purchase the product from retailer j via transportation mode v, then the price charged
by the retailer for the product plus the unit transaction cost is equal to the price that the
consumers are willing to pay for the product. Ifthe price plus the unit transaction cost
exceeds the price the consumers are willing to pay at the demand market, then there
will be no transaction between the retailer and demand market via that transportation
mode.

Equilibrium conditions (5.10a) and (5.10b) are equivalent to the following vari-
ational inequality problem, after summing over all demand markets: Determine
(Q%, p5) € R satisfying

ZZD“* di(p5)) % [p3k — P

k=1 j=1v=1

o n h

3 S S e+ @) — ) X (g — 4] 2 0, Vs € RS, VQP € RYh.

k=1j=1v=1

(5.11)
Remark 5.1
In this chapter, we are interested in the cases in which the expected demands are
positive, that is, dix(p3) > 0,Vp3 € RS, fork = 1,..., 0. Furthermore, we assume

that the unit transaction costs: c}-’k(Qg) > 0, V5, k, vQ* # 0.
Under these assumptions, we have

o h

pi >0 and  di(ph) = ZZZQJ’“ ye s O
g=1

k=1v=1

This can be shown by contradiction. If there exists a k, where pir = U, then,
according to (5.10a), we have ZJ DY 1Zu VDGR 2 di(p3) > 0. Hence there
exists at least a (j,k) pair such that 455 > 0, which means that c}’i_(QQ*) > 0 by

assumption. From conditions (5.10b), we have pg;‘k + c;’E(QQ*) = psg > 0, which
leads to a contradiction.

5.2.4 The Equilibrium Conditions of the Supply Chain

In equilibrium, the optimality conditions for all manufacturers, as expressed by
(5.4); the optimality conditions for all retailers, as expressed by (5.9); and the
equilibrium conditions for all the demand markets, as expressed by (5.11) must hold
simuitaneously [see also Nagurney et al. (2005)]. Hence the product shipments of the
manufacturers with the retailers must be equal to the product shipments that retailers
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accept from the manufacturers. We now formally state the equilibrium conditions
for the entire supply chain network.

Definition 5.1: Supply Chain Network Equilibrium under Uncertainty and
Random Demands

The equilibrium state of the supply chain network with disruption risks and random
demands is one where the flows of the product between the tiers of the decision-
makers coincide and the flows and prices satisfy the sum of conditions (5.4), (5.9),
and (5.11).

The summation of inequalities (5.4), (5.9), and (5.11), after algebraic simplifica-
tion, yields the following result [see also Nagurney (1999, 2006a)].

Theorem 5.1: Variational Inequality Formulation

A product shipment and price pattern (Q'*, Q%*,v*,p}) € is an
equilibrium pattern of the supply chain model according to Definition 5.1, if and only
if it satisfies the variational inequality problem

iii oF;, Ql* L 9C5a) | OVE(Q") | OVCH(a)

mng+noh+n+o
R+

+ 0, ( — )
i=1 j=1 u=1 94} dq3; dqj
801(Q1*, QQ*) aVC}(Ql)k7 QZ*) ”
+ : aqy‘ + w; Jaqy‘ _’YJ] [qu_qu}
i

9 acl Ql* QQ*) 3VC1(Q1*,Q2*)

+ZZZ : T ]aq}:k

j=lk=1v=1

+; +0Jk(Q ") = Pl X a5k — 5]
n om [ h
5 9)3) TS 9 ST Y
j=1 i=1u=1 k=1 v=1
o n h
Uk 7 * * mn noh-kn+o
DD gt —de(p3)] % [psk—p3i] 2 0, V(QH. Q% v, pg) € RYMITIOMEIEY,
k=1 j=1v=1
(5.12)

For easy reference in the subsequent sections, variational inequality problem
(5.12) can be rewritten in standard variational inequality form [cf. (2.1)] as follows:
Determine X* € K

(F(X)T, X = X*) >0, VX € K = R}motnohtnto, (5.13)

where the vector X = (Q!, Q?,, p3), and the vector F(X) is defined as
F(X)=(Fiju, Fikv, Fj. Fr)i=1....mij=1.....nk=1,....0u=1.....g:v=1.....h» With the spe-
cific components of F' given by the functional terms preceding the multiplication
signs in (5.12). Recall that < -,. > denotes the inner product in N-dimensional
Euclidean space, where N = mng + noh + n + o.
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Note that the equilibrium values of the variables in the model [which can be
determined from the solution of either variational inequality (5.12) or (5.13)] are the
equilibrium product shipments between manufacturers and the retailers given by Q'*,
the equilibrium product shipments transacted between the retailers and the demand
markets given by Q2*, and the equilibrium prices p} and v*. We now discuss how to
recover the prices p} associated with the top tier of nodes of the supply chain network
and the prices p3 associated with the middle tier.

First, note that from (5.5) we have if g;; > 0, then the price pi; = O—P;(;Igi—l +
i

BC;q(q” +9-(avg;$? )+ng:,f?‘f)) On the other hand, from (5.9), it follows that

30 1* 2% a‘/(w 1% 2% .
1fq > 0, theprice p3; = v} + (gq @ ) +w; é? Q) . These expressions

can be utilized to obtain all such prices for all decision- makmg manufacturers and
retailers using the different modes of transportation.

5.3 A WEIGHTED SUPPLY CHAIN PERFORMANCE MEASURE

In this section, we first propose a supply chain network performance measure. Then
we provide the definition of supply chain network robustness and follow with the
definition of a weighted supply chain performance measure.

5.3.1 A Supply Chain Network Performance Measure

Based on the measure (3.2), we propose the following definition of a supply chain
network performance measure.

Definition 5.2: The Supply Chain Network Performance Measure

The supply chain network performance measure, E5CN, for a given supply chain
network with topology G as in Figure 5.2 and expected demands: disk=1,2....,0,
is defined as follows

o dy
gsON = Ty (5.14)

0 ’ \
where o is the number of demand markets in the supply chain network, and dy, and
p3k denote, respectively, the expected equilibrium demand and the equilibrium price
at demand market k.

Note that the equilibrium price is equal to the unit production and transaction costs
plus the weighted marginal risks for producing and transacting one unit from the
manufacturers to the demand markets [see also Nagurney (2006b)]. According to the
performance measure, a supply chain network performs well in network equilibrium
if, on the average, and across all demand markets, a large demand can be satisfied at
a low price. In this chapter, we apply the above performance measure to assess the
robustness of particular supply chain networks. From the discussion in Section 5.2.3,
we have p3r > 0; k = 1,..., 0. Therefore, the above definition is well-defined.
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Furthermore, since each individual may have different opinions as to the risks,
we need a basis against which to compare supply chain performance under different
risk attitudes and to understand how risk attitudes affect the performance of a supply
chain. Hence we define Egc ~ as the supply chain performance measure, where the
(ik and the p3;; kK = 1,..., 0, are obtained by assuming that the weights that reflect
the manufacturers’ and the retailers’ attitudes toward the disruption risks are zero.
This definition excludes individuals’ subjective differences in a supply chain and,
with this definition, we are ready to study supply chain network robustness.

5.3.2 Supply Chain Robustness Measurement

Robustness has a broad meaning and is often couched in different settings. Generally,
and as emphasized in Chapters 3 and 4, robustness means that the system performs
well when exposed to uncertain future conditions and perturbations [cf. Bundschuh,
Klabjan, and Thurston (2003), Snyder (2003), and Holmgren (2007)].

Therefore, we propose the following rationale to assess the robustness of a supply
chain: Assume that all the random parameters take on a given threshold probability
value, for example, 95%. Moreover, assume that all the cumulative distribution
functions for random parameters have inverse functions. Hence we have a; =
F7H95), fori = 1....,m; B = F (.95),fori=1.....m;j=1,...,n,and
so on. With the disruption-related parameters assumed as given, we can calculate
the supply chain performance measure according to Definition 5.2 as in (5.14). Let
& denote the supply chain performance measure with random parameters fixed at
a certain level as described earlier. For example, when w = .95, £, is the supply
chain performance with all the random risk parameters fixed at the value of a 95%
probability level. Then, the supply chain network robustness measure, R, is
given by

RICN = E3en — Ews (5.15)

where €2y gauges the supply chain performance based on the model introduced in
Section 5.2, but with weights related to risks being zero.

Hence £y measures and quantifies the base supply chain performance, whereas
& assesses the supply chain performance measure at some prespecified uncertainty
level. If their difference is small, a supply chain maintains its functionality well and
we consider the supply chain to be robust at the threshold disruption level. Hence the
lower the value of R5Y the more robust a supply chain is.

Note that the above robustness definition has implications for network resilience
as well. Resilience is a general and conceptual term that is challenging to formally
quantify. McCarthy (2007) defined resilience “as the ability of a system to recover
from adversity, either back to its original state or an adjusted state based on new
requirements.” For a comprehensive discussion of resilience within the context of
critical infrastructure protection, see Garbin and Shortle (2007), Perelman (2007),
and Scalingi (2007). Because our supply chain measure is based on the network equi-
librium model, a network that is qualified as being robust according to our measure
is also resilient, provided that its performance after experiencing the disruption(s) is
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close to the “original value.” Interestingly, this idea is in agreement with Hansson
and Helgesson (2003), who proposed that robustness can be treated as a special case
of resilience.

5.3.2.1 A Weighted Supply Chain Performance Measure Note that dif-
ferent supply chains may have different requirements regarding the performance and
robustness concepts introduced in the previous sections. For example, in the case
of a supply chain of a toy product, one may focus on how to satisfy demand in the
most cost efficient way and not care too much about supply chain robustness. A
medical/healthcare supply chain, on the other hand, may have a requirement that the
supply chain be highly robust when faced with uncertain conditions. Consequently,
to be able to examine and to evaluate different application-based supply chains from
both perspectives, we now define a weighted supply chain performance measure,
denoted by £SCN as follows

ESON — (1 —w)ESn + w(—R5EN), (5.16)

where w € [0, 1] is the weight that is placed on the supply chain robustness.

When w = 1, the performance of a supply chain hinges only on the robustness
measure, which may be the case for a medical/healthcare supply chain, as noted. In
contrast, when w = 0, the performance of the supply chain depends solely on how
well it can satisfy demands at low prices. The supply chain of a toy product falls into
this category.

5.4 THE ALGORITHM

For completeness, we now provide the explicit form that the steps of the modified
projection method (see (2.52) and (2.53) in Chapter 2) take for the solution of the
variational inequality (5.12) governing the supply chain network equilibrium problem
under uncertainty and random demands.

Step 0: Initialization
Set (Q1°,Q%°,4°, p3) € RT”g+"°h+"'+k. Let 7 = 1and set o such that0 < o <
where L is the Lipschitz constant for the problem [cf. (2.13)].

1
L

Step 1: Computation
Compute (Q'7, Q%7 47 ,p1) ¢ RT"“"OH"H by solving the VI subproblem

P (O17T -1 aCu (quT -1 (Ol ~1
ZZZ QZT aFl(Q )+ ij (ql] )+01_((9VF1(Q )

i=1 j=1u=1 8(1:; aqij aqluj
avcly (q:t]’f 1) 86’;(@17—_],@27_1) aVC}(QlT_l.QQT‘l)
+ )+ - + @; —
aq‘ij aqij ()(]ij
—’yJT 1) q;'f 1] [qU - qZ ]
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ACHQYT~1, Q2T-1 OVCHQYT 1, Q2T
P 4o 0GR QTD VR LT
quk (9qjk

j=lk=1v=1

7] T QT = o3 ) — ¢ Y % g — @4F)

n
+> 37 + o ZZq“T ! ZZ(J”T D= x -7
j=1

i=1 u=1 k=1v=1

o

n h
+Y DN AT = dipl ) = o5 X [psk — PR 2 0,

k=1 j=1v=1
V(leQQ.’Y-pg) e Rzmg+noh,+n+k. (517)

Step 2: Adaptation
Compute (Q'7, Q7,47 , pT') € R oM+1HE 1y solving the VI subproblem

S Solat7 + Q) QO |, OVEIQT
im1 j=1u=1 943 oq3 9
dVCu FuT o1 NT 27 vl ‘1T7 ~N2T
(q”))+ HN )+wj J(Qv Q)
Oq3; g4 g

‘:Y_] ) _Q1T 1] X [qlJ _q:LjT

n o h 1/AHIT 27T 1/ NOHIT AH2T
aCH(Q'T, Q2T Ve, Q%)
+ Y SNl +a(——— W
j=lk=1v=1 ’ aq.]’” ! aq]k

— =y T —
77 + (@) = p3) — a4 % gt — T ]

Z% +QZZQ§ZT ZZ(E&T % [y -7

i=1 u=1 k=1v=1

o n h
+3 DD ok al@f — de(p])) — p37 ] X [par — pd] > O,

k=1 j=1v=1
\v/ C?l Q?Q ,y c R771719+7L0h+n+k 5 ]8

Step 3: Convergence Venﬁcation

Ifmax g7 —qi7 ' < e |gif —ql < e =77 N < el - p 7Y < e
foralli=1,....m;5=1,...,nju= 1,..., g k=1,...,ki;v=1,..., h, then
stop; else, set 7 =7 + 1, and return to Step 1.

<

Asdiscussed earlier, due the simplicity of the underlying feasible set, these iterative
steps yield closed form expressions for the product flows and prices. In particular,
Step 1 [cf. (5.17)], at each iteration 7', yields the following expressions.
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The product flows are computed explicitly according to

OF(Q'T!) | 90y (@Y, VEEQT

g = 0, ¢! b;
gy =max {0, ¢jj ~" — o oa Ja. +6;( oar
OV (gt 1 o 17-1 27T-1 IVCHOIT-1, Q2T-1
N Zé(fi” ))+ ; (@ : u,Q )+wj J(Qa _ Q)
qi; q;; q;;
—T N} Vi (5.19)
8(:’1(@1771 Q‘ZT—I) 6VC1(Q1T’1 Q?‘TAI)
vT -1 J ’ J !
g’ = max {0, 4 o — + w; =
]/\ { ( ()q; ] J 6qu )
+7] A G@QPTTY) = 3 'Y Wik (5.20)
The prices, in turn, are computed explicitly according to
7}— = max {0.'yj ZZQ“T ! ZZq“T DY, Vi (5.21)
i=1 u=1 k=1v=1
Py, = max {0, p2, "t — a(q“T L di(psT )}, VE (5.22).

Similarly, Step 2 (cf. (5.18)] yields the following closed form expressions at each
iteration 7 .
The product flows are computed explicitly according to

OF,(Q'T) oCE (q, OVF(Q'T)
¢*7 = max Oq"T1 @ — + J +0- —
Vv Cr (T acC(O'T, QT oVCHOT, )T
LVOs@D)) 9GQTQT)  WVC@T.QT) g
3(1ij aqij ()Qij
(5.23)
va(Q_l’T’ QZ’T) avc}(@l’]" Q2’T)
@ =max {0,¢5] " - a(——— + @; I
]k { ( aqjk J aq]k
+’_Y;[ + C})k(QQT) ~ Pap)}s Vi k. (5.24)
The prices are also computed explicitly as follows
m g o h
'7]-7 = max {0,’ij_1 - O‘(Z Z (j;‘JT Z Z(j;,?)}, Y (5.25)
i=1 u=1 k=1wv=1
pa = max {0, 3. " — (g% —di(p3))}, k. (5.26)

In the next section, we use this algorithm to compute solutions to numerical supply
chain network equilibrium examples.
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Manufacturers
Transportation Modes \ /
o\
Retailers ‘
Transportation Modes >’<

Demand Markets

Figure 5.3: The supply chain network for the numerical examples

5.5 EXAMPLES

In the numerical examples, the supply chain consists of two manufacturers, two re-
tailers, and two demand markets, as depicted in Figure 5.3. There are two modes
of transportation available between each manufacturer and retailer pair and between
each retailer and demand market pair. These examples are solved by the modified
projection method, as discussed in Section 5.4. We set « equal to .5 and the con-
vergence tolerance ¢ = .001. The initial product flows and prices were all set to
1. The modified projection method, as described in Section 5.4, was implemented
in MATLAB (www.mathworks.com) on an IBM laptop T61 and used to solve the
following numerical examples.

5.5.1 Example 5.1

In the first example, for illustration purposes, we assumed that all the random pa-
rameters followed uniform distributions. The relevant parameters were as follows
a; ~[0,2]fori =1,2; B ~ [0,1]fori =1,2;j =1,2;u = 1,2:5; ~ [0, 3] for
ji=12.

We further assumed that the demand functions followed a uniform distribution
given by [—=2ps) + 200, —2p3 + 600}, for k = 1,2. Hence the expected demand
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functions were R
di(ps) = —2par +400, fork=1,2.

The production cost functions for the manufacturers were

2 2

2 2 2 2 2 2
£1@" ) =250 3 aby + (3D ai) QDb+ 20D D)

j=lu=1 j=1lu=1 j=1lu=1

2 2 2 2 2 2 2
£2(Q"a2) = 2503 > a5)* + QLD ai) (D D a8) +202()_ ) ab):
j=lu=1

j=1lu=1 j=lu=1 j=1lu=1

N

3

The expected production cost functions for the manufacturers were

2 2 2 2 2 2
QY =250"3 g+ O D a0 > g+ 2<qu

j=lu=1 j=1lu=1 j=lu=1 j=1lu=1
2 2 2 2 2 2 2 2
500> g+ (O Z WO a)+20° ) a8y,
j=lu=1 j=1u=1 F=1u=1 j=lu=l1

2

2 2 2
VF(Q % Y S @)? VEEQ D> a4

j=1lu=1 j=lu=1

C»lelk

The transaction cost functions faced by the manufacturers and associated with
transacting with the retailers were

1,1 gly 1
c:;(ij: Bij) —.5(qu) + 3.5/3; qu7 fori =1,2;5=1,2,

2.2 32 232 - .
cii(aiy: Biy) = (a5;)° + 5/31](]2], fori=1,2;j=1,2.
The expected transaction cost functions faced by the manufacturers and associated
with transacting with the retailers were

Clilal;) = 5(a);)* + 1.75q};, fori=1,2;j=1,2,

Ch(d%) = 5(q%)? +2.75¢%, fori=1,2;5=1,2.

The variances of the transaction cost functions faced by the manufacturers and
associated with transacting with the retailers were given by

VCi(gl;) = 1.0208(q;)%.  VCli(ah) = 2.5208(¢7;)%, fori=1.2;5=1,2.
The handling costs of the retailers, in turn, were

2 2 2 2
(@4, Q%m) =50 > ¢ + ;O ), forj=1.2.

i=1 u=1 i=1 u=1
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The expected handling costs of the retailers were given by

2

2 2 2
CHQRL QD =50 ) +1.5(3 3 " q¥). forj=1.2.

1 u=1 i=1 u=1

The variances of the handling costs of the retailers were

2 2
ZZ(];Z)Q forj=1,2.

=1 u=1

Ci(Q'. Q%) =

»J\AIW

The unit transaction costs from the retailers to the demand markets were
c}k(QQ) = .3qjl-k. c?k(QQ) = .6qJ2k, foryj=1,2,k=1,2.

We assumed that the manufacturers and the retailers placed zero weights on the
disruption risks, as discussed in Section 5.3.1, when computing €2 5.

With the above expected costs and demands, the computed equilibrium shipments
between manufacturers and retailers were qilj* = 8.5022, fori = 1,2;j = 1,2;
q?j* = 3.7511, fori =1,2: 5 = 1, 2; whereas the computed equilibrium shipments
between the retailers and the demand markets were q},’: =8.1767, forj=1,2; k =
1,2; qQ* 4.0767, forj = 1,2; &k = 1,2. Finally, the computed equilibrium
prlces were p3; = p3y = 187.7466, and the expected equilibrium demands were
dy = dy = 24.5068. The supply chain performance measure £3.., = .1305.

Now, assume that w = .95, that is, all the random cost parameters are fixed
at a 95% probability level. The resulting supply chain performance measure was
computed as £,=.1270. When we set w = .5 [cf. (5.16)], which means that we
placed equal emphasis on the performance and on the robustness of the supply chain,
the weighted supply chain performance measure was then £ bCN .0635.

5.5.2 Example 5.2

For the same network structure and cost and demand functions, we then assumed that
the relevant parameters were changed as follows: a; ~ [0, 4]fori = 1,2; 3}, ~ [0, 2]
fori =1,2,j=1,2u=1,2;n ~[0,6]forj=1,2

With the revised expected costs and demands, the computed equilibrium shipments
between manufacturers and retailers were now q};‘ = 8.6008,fori =1,2; j=1,2;
qf]* = 3.3004, for? = 1,2; j = 1, 2; whereas the equilibrium shipments between
the retailers and the demand markets were qJ,\ = 79385, for ) = 1,2,k = 1,2
qjk = 3.9652, for j = 1,2; k = 1,2. Finally, the equilibrium prices were p}; =
P4, = 188.0963 and the expected equilibrium demands were d, = dp = 23.8074.
The supply chain performance measure £2-, = .1266.

Similar to Example 5.1, we then assumed that w = .95, that is, all the random
cost parameters were fixed at a 95% probability level. The resulting supply chain
performance measure £,=.1194. When we set w = .5, the weighted supply chain
performance measure £5¢N = 0597.
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Observe that the first example led to a better measure of performance since the
uncertain parameters do not have as great of an impact as in the second one for the
cost functions under the given threshold level.

5.6 SUMMARY AND CONCLUSIONS

In this chapter, we developed a novel supply chain network model to study demand-
side as well as supply-side risks, with the demand assumed to be random and the
supply-side risks modeled as uncertain parameters in the underlying cost functions.
This supply chain model generalizes several existing models by including such fea-
tures as multiple transportation modes from the manufacturers to the retailers and
from the retailers to the demand markets. We also proposed a weighted supply chain
performance and robustness measure based on an extended version of the unified
network performance/efficiency measure £ [cf. (3.2)] described in Section 3.2. We
illustrated the supply chain network model through numerical examples for which the
equilibrium prices and product shipments were computed and robustness analyses
conducted.

The application of the foundational constructs in this chapter to supply chains in
different industries is now possible. For definiteness, we now describe the scale and
scope of supply chains of particular firms in different industries.

Hewlett-Packard (HP) is a leading provider of printing and imaging products,
desktop and laptop computers, and computer servers and storage products. The
company operates in more than 170 countries and generated annual revenues of more
than $90 billion from the third quarter of 2005 to the second quarter of 2006. In 2005,
HP shipped more than 50 million printers, 30 million personal computers (PCs), and
two million servers through its global supply chain network [Dow Theory Forecasts
(2006)].

Cardinal Health Inc., one of the largest providers of supply chain services in
the healthcare industry, has more than $70 billion in annual sales. Its logistics
network processes a third of all pharmaceutical, medical, and laboratory products
in the industry, which represents 50,000 deliveries every day to 40,000 acute care
hospitals, retail pharmacy chains, independent and mail-order pharmacies, clinical
laboratories, and other providers of care. The company expects to increase its markets
in the healthcare industry in the United States, which has an annual market value of
approximately $300 billion. [Drug Week (2005)].

Unilever, with 2006 net sales of $50 billion in the Americas, Europe, Asia,
and Africa, operates a truly global supply chain. The corporation has a presence
in 150 countries around the world, with some 179,000 employees. and offers a
product portfolio that spans grocery stores with well-known trademarked brand names
[Monahan and Nardone (2007)].

Target Corporation (2008) operates large-format general merchandise discount
stores in the United States, which include Target and SuperTarget stores. As of the
end of 2007, the company owned 1,352 stores, leased 73 stores, and operated 32
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distribution centers, with a presence in 47 states. Target’s total revenue in 2007 was
$63,367 million.

As one of the largest private-sector energy companies in the world, Shell is in-
volved in more than 40 refineries globally and has 45,000 retail gas stations across
the world operating under a single brand name. Its products include low-sulphur
diesel; lead replacement fuel; liquefied petroleum gas (LPG); and differentiated fu-
els, including Shell Pura, Optimax, V-Power, V-Power Racing, and V-Power Diesel.
It has convenience stores at more than 10,000 locations. A range of products (in-
cluding fuels, lubricants, and specialty products) are sold to a wide range of business
customers through five subsegments of the company: Shell Aviation, Shell Marine
Products, Shell Gas LPG, and Commercial Fuels and Lubricants [cf. Royal Dutch
Shell plc (2008)].

According to the Vlasic and Wayne (2008), the economic and financial troubles
of the automobile companies in the United States among the Big Three (General
Motors, Chrysler, and Ford) are creating a domino effect throughout the supply chain
and the vast network of auto supplier firms. For example, General Motors alone has
approximately 2,000 suppliers, whereas Ford has about 1,600 suppliers, and Chrysler
about 900 suppliers. According to the same article, suppliers make most of the 15,000
parts that make up a car, with more than 70% of a car’s value being composed of
parts (from the seats to the electronics and bumpers) sold to automakers by suppliers.

Large supply chains of a conglomerate size are not the signature solely of multi-
national firms any more. In developing countries, with globalization, supply chains
have also undergone tremendous growth. For example, two Chinese home appliance
manufacturers, Kelong and Little Swan, teamed up with the logistics arm of state-
owned China Ocean Shipping (Group) to form An Tai Da Logistics to consolidate
and integrate their domestic distribution. By centralizing Kelong’s transport fleet and
rationalizing its network of warehouses, the firm’s requirement for freight transport
fell 9.6% in the first year. Furthermore, the mainland market for third-party logistics
providers is expected to be worth $32 billion by 2010, against sales of $11 billion in
2004 [Barling (2005)].

The development of theoretical frameworks to capture the complexity of global
supply chain networks has been a growing area of research. Recently, Cruz, Nagur-
ney, and Wakolbinger (2006) constructed a model of the integration of social networks
with global supply chains along with risk management. The multilevel network model
allowed for multicriteria decision-making and demonstrated the dynamic evolution
of product flows and prices, along with the relationship levels between the various
supply chain decision-makers.

5.7 SOURCES AND NOTES

This chapter is based on the paper by Qiang, Nagurney, and Dong (2009). Here we
have expanded the motivation and have also fully explicated the algorithm applied to
solve the numerical examples. For further background on supply chain network equi-
librium models, applications, and the associated dynamics, see Nagurney (2006a).
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For a discussion of the distinction between supply-side versus demand-side risk, see
Snyder (2003). Tang (2006a) discussed how to deploy certain strategies to enhance
the robustness and the resiliency of supply chains. Kleindorfer and Saad (2005), in
turn, provided an overview of strategies for mitigating supply chain disruption risks,
which were exemplified by a case study in a chemical product supply chain. For a
comprehensive review of supply chain risk management models to that date, refer to
Tang (2006b).

It is also important to recall here that supply chain network equilibrium models
in which decision-makers compete across a tier of the supply chain but cooperate,
if appropriate, between tiers, have been shown to be transformable into transporta-
tion network equilibrium problems with elastic demands [cf. Nagurney (2006b)]
over an appropriately expanded network or supernetwork [see also Nagurney and
Dong (2002a)]. This connection further supports the relevance of the network equi-
librium paradigm, emphasized in both Chapters 2 and 3, for a variety of complex
network-based decision-making problems in which there is no single controller of the
network operating in a centralized manner. Such a transformation, besides enabling
the transferral of theoretical results and algorithms from the transportation domain
to different applications, also provides for richer interpretations of equilibrium con-
ditions in terms of path “costs” and path flows from appropriately defined origins to
destinations. Finally, it supports the commonality of structure as well as the behavior
of seemingly distinct network systems that underpin our societies and economies.

Increasingly, it is supply chains that compete with other supply chains in today’s
globalized economy. Zhang, Dong, and Nagurney (2003) and Zhang (2006) devel-
oped network-based models for supply chain versus supply chain competition that
capture the transformation processes associated with production and distribution. The
models consider costs associated with both operation (production, storage, distribu-
tion) and interface (coordination, communication) links. The governing equilibrium
conditions may be viewed as an extension of Wardrop’s first principle from used
paths to used or *“active,” that is, “winning” chains. Importantly, the unified network
performance/efficiency measure can also be used to identify the most important nodes
and links in the Zhang, Dong, and Nagurney (2003) and Zhang (2006) frameworks
through a simple adaptation of (5.14). Indeed, we are seeing today that disruptions
in the supply chains of auto manufacturers may affect even pharmaceutical supply
chains. Furthermore, disruptions in food supply chains due to adulterated inputs have
been major news both in the United States and China this past year alone. Hence our
holistic, system-wide approach to supply chain network modeling and vulnerability
analysis is very timely.


http://

This Page Intentionally Left Blank


http://

CHAPTER 6

CRITICAL NODES AND LINKS IN
FINANCIAL NETWORKS

6.1 INTRODUCTION

The study of financial networks dates to Quesnay (1758), who, in his Tableau
Economique, conceptualized the circular flow of financial funds in an economy as a
network. Copeland (1952), subsequently, studied the relationships among financial
funds as a network and asked the question, “Does money flow like water or electric-
ity?” The advances in information technology and globalization have further shaped
today’s financial world into a complex network, which is characterized by distinct
sectors, the proliferation of new financial instruments, and increasing international
diversification of portfolios. Recently, financial networks have been studied using
network models with multiple tiers of decision-makers, including intermediaries.
Because today’s financial networks may be highly interconnected and interdepen-
dent, any disruptions that occur in one part of the network may produce consequences
in other parts of the network, which may not only be in the same region but miles
away in other countries. For example, the unforgettable 1987 stock market crash was,
in effect, a chain reaction throughout the world; it originated in Hong Kong, then
propagated to Europe, and, finally, the United States. More recently, notable financial
crises have included the Mexican meltdown in 1994 - 1995, sometimes referred to as
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the “Tequila Effect,” and the Asian flu crisis of 1997 - 1998, which spread financial
contagion, that is, the transmission and impact of financial crises [see, e.g., Kali and
Reyes (2005)]. The losses due to this Asian financial crisis, have been estimated at
$3 trillion in GDP and $2 trillion in equity on financial markets [see, e.g., Winters
(1998), Garten (1999), Wade (2000)].

The Severe Acute Respiratory Syndrome (SARS) crisis, which began in November
2002 and was pronounced by the World Health Organization to be contained on July 5,
2003, claimed 812 lives with more than 8,400 people infected. According to deLisle
(2003), SARS seemed to parallel the Asian financial crisis of the 1990s, and just like
the “Asian contagion” SARS spread quickly along the pathways made possible by
globalization. However, rather than international capital mobility that allowed for
possible attacks by speculators on vulnerable currencies, it was the global mobility
of humans through air travel that made the quick spread of SARS possible and, as
noted by deLisle (2003), unpredictable. Toronto, Canada was the area most affected
by SARS outside of East Asia, with more than 30 deaths among approximately 200
infections. SARS cost Canada, during its duration, tens of millions of dollars per day
in economic terms [see, e.g., Krauss (2003), Catto (2003)].

In 2008 and 2009, the world reeled from the effects of the financial credit crisis;
leading financial services and banks closed (including the investment bank Lehman
Brothers), others merged, and the financial landscape was changed for forever. The
domino effect of the U.S. economic troubles rippled through overseas markets and
pushed countries such as Iceland to the verge of bankruptcy [see also Chari, Chris-
tiano, and Kehoe (2008)]. The root of the financial problems was considered to have
stemmed from the U.S. housing market and the huge number of bad loans that could
not be repaid. Many of the subprime loans had been bundled and then sold to in-
vestment banks, some of whom had, in turn, borrowed money for these transactions,
thus further complexifying the number of decision-makers or agents and the finan-
cial linkages. Ultimately, businesses could not obtain financial resources because so
many banks and financial institutions were failing, which caused millions of people
lost their homes. Figure 6.1 shows the increasing number of home foreclosures over
the years.

It is, therefore, crucial for the decision-makers in financial systems (managers,
executives, and regulators) to be able to identify a financial network’s vulnerable
components to protect the functionality of the network. As an illustration, the
management at Merrill Lynch well understood the criticality of its operations in
the World Trade Center and established contingency plans. Directly after the 9/11
terrorist attacks, management was able to switch its operations from the World Trade
Center to the backup centers and the redundant trading floors near New York City.
Consequently, the company managed to mitigate the losses for both its customers
and itself [see Sheffi (2005)].

In Chapter 3, we proposed a unified network performance measure [cf. (3.2)] that
can be used to assess the network performance in the case of either fixed or elastic
demands. The measure captures flow information and user/decision-maker behavior
and allows one to determine the criticality of various nodes (as well as links) through
the identification of their importance and ranking. In Chapter 4, we demonstrated
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Figure 6.1: Number of homes entering foreclosure [Source: Office of the Speaker of
the U.S. House of Representatives (2008)]

the applicability of the new measure to transportation networks, and in Chapter 5,
we developed an extension to assess supply chains in the case of disruptions and
uncertainty.

Financial networks, as extremely important infrastructure networks, have a great
impact on the global economy, and their study has recently also attracted attention of
researchers in the area of complex networks. For example, Onnela, Kaski, and Kertész
(2004) studied a financial network in which the nodes are stocks and the edges are the
correlations among the prices of stocks [see also, Kim and Jeong (2005)]. Caldarelli et
al. (2004) studied different financial networks, namely, board and director networks
and stock ownership networks, and discovered that all these networksdisplayed scale-
free properties [see also Boginski, Butenko, and Pardalos (2003)]. Several recent
studies in finance, in turn, have analyzed the local consequences of catastrophes and
the design of risk sharing/management mechanisms since the occurrence of disasters
such as 9/11 and Hurricane Katrina [see, for example, Doherty (1997), Loubergé,
Kéllezi, and Gilli (1999), Niehaus (2002), Gilliand Kéllezi (2006), and the references
therein].

Nevertheless, there is very little literature that addresses the vulnerability of fi-
nancial networks. Robinson, Woodard, and Varnado (1998) discussed, from the
policymaking point of view, how to protect the critical infrastructure in the United
States, including financial networks. Odell and Phillips (2001) conducted an empir-
ical study to analyze the effect of the 1906 San Francisco earthquake on bank loan
rates in the financial network within that city. To the best of our knowledge, however,
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there is no network performance measure to-date that has been applied to financial
networks that captures both economic behavior and the underlying network/graph
structure. A related relevant network study to ours is that by Jackson and Wolinsky
(1996), which defines a value function for the network topology and proposes the
network efficiency concept based on the value function from the point of view of
network formation.

More recently, there has appeared a stream of literature that begins to further
explore financial network structure and vulnerability; see Allen and Gale (1998,
2000) and Boss et al. (2004). Kali and Reyes (2005), motivated by such complex
network measures (see Chapter 2) as node degree centrality, node importance, and
maximum flow [see Hanneman (2001)], which measures the number of nodes in
the neighborhood of a source that lead to pathways to a target, ranked countries
that were behind various financial crises and contagion effects using international
trade network data. Marquez Diez-Canedo and Martinez-Jaramillo (2007) proposed
a network model to capture financial contagion in the banking system to characterize
the dynamics of contagion and the corresponding losses in the network. They utilized
a systemic risk framework.

In this chapter, we introduce a novel financial network performance measure,
which is motivated by the unified network measure in Chapter 3 and that evaluates
the network performance in the context in which there is noncooperative competition
among source fund agents and among financial intermediaries. Our measure, as we
demonstrate in this chapter, can be further applied to identify the importance and the
ranking of financial network components.

This chapter is organized as follows. In Section 6.2, we recall the Liu and Nagur-
ney’s (2007) financial network model with intermediation and electronic transactions,
which is based on Nagurney and Ke’s (2003) model but assumes that the demand
price functions, rather than the demand functions, are given at the demand markets.
Liu and Nagurney (2007) proved that such financial networks could be reformulated
and solved as network equilibrium problems (cf. Chapter 2). Nagurney et al. (2007),
on the other hand, demonstrated that complex electric power generation and distribu-
tion networks could also be reformulated as network equilibrium problems. Hence,
in these two papers, the authors demonstrated, respectively, that money flows like
transportation flows and so does electric power, answering questions posed decades
ago by Copeland (1952) and Beckmann, McGuire, and Winsten (1956).

The financial network performance measure is developed in Section 6.3, along
with the associated definition of the importance of network components. Section
6.4 demonstrates the realization of the Euler method discussed in Chapter 2 for
the computation of solutions of the financial network equilibrium model. Section
6.5 presents two financial network examples for which the proposed performance
measure is computed and the node and link importance rankings determined. The
results in this chapter are summarized in Section 6.6.
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Sources of Financial Funds

Internet Links

Intermediaries

Demand Markets - Uses of Funds

Figure 6.2: The structure of the financial network with intermediation and with
electronic transactions

6.2 THE FINANCIAL NETWORK MODEL

In this section, we present the financial network model with intermediation and with
electronic transactions in the case of known inverse demand functions associated
with the financial products at the demand markets. The financial network consists
of m sources of financial funds, n financial intermediaries, and o demand markets,
as depicted in Figure 6.2. In the financial network figure, the financial transactions
are denoted by the links with the transactions representing electronic transactions
delineated by hatched links.

As in the other chapters in this book, all vectors are assumed to be column vectors.
The equilibrium solutions in this chapter, as throughout this book, are denoted by *.

The m agents or sources of funds at the top tier of the financial network in Figure
6.2 seek to determine the optimal allocation of their financial resources transacted
either physically or electronically with the intermediaries or electronically with the
demand markets. Examples of source agents include households and businesses. The
financial intermediaries, in turn, which can include banks, insurance companies, and
investment companies, in addition to transacting with the source agents, determine
how to allocate the incoming financial resources among the distinct uses or financial
products associated with the demand markets, which correspond to the nodes at the
bottom tier of the financial network in Figure 6.2. Examples of demand markets
are the markets for real estate loans, household loans, and business loans. The
transactions between the financial intermediaries and the demand markets can also
take place physically or electronically via the Internet.
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We denote a typical source agent by 4; a typical financial intermediary by j, and
a typical demand market by k. The mode of transaction is denoted by [ with[ =1
denoting the physical mode and with [ = 2 denoting the electronic mode.

We now describe the behavior of the decision-makers with sources of funds. We
then discuss the behavior of the financial intermediaries and, finally, the consumers
at the demand markets. Subsequently, we state the financial network equilibrium
conditions and derive the variational inequality formulation governing the equilibrium
conditions.

6.2.1 The Behavior of the Source Agents

The behavior of the decision-makers with sources of funds, also referred to as source
agents, is now described.

Because there is the possibility of noninvestment allowed, the node n + 1 in the
second tier in Figure 6.2 represents the “sink” to which the uninvested portion of the
financial funds flows from the particular source agent or source node.

Let S* denote the amount of financial funds held by source agenti;:i =1,...,m.
Let g;;; denote the volume of financial transactions transacted between ¢ and j using
mode of transaction [. We group all the financial transaction/flows between all source
agents, intermediaries, and modes into the vector Q. Similarly, let ¢;; denote the
amount of financial flows from  to demand market &, and we group all such flows into
the vector Q2. We let g; denote then the (2n + 0)-dimensional vector associated with
source agent 4,7 = 1,...,m, withcomponents {¢;;;; j = 1.....m;l = 1. 2:qus k =
1,...,0}

Let g;x; denote the financial flow between intermediary j and demand market k
transacted via mode [/, and we group all such flows into the 2no-dimensional vector
Q3. Finally, let g; denote the (2m + 20)-dimensional vector associated with financial
intermediary j; j = 1,...,n with components {g;;;; ¢ = 1,....m; | = 1,2; gjxi;
k=1,...,0,1=1,2}.

We then have the following conservation of flow equations

n

2 o
SN an+d k<8, i=1....m. (6.1)
k=1

j=11=1

that is, the amount of financial funds available at source agent i and given by S? cannot
exceed the amount transacted physically and electronically with the intermediaries
plus the amount transacted electronically with the demand markets. Note that the
“slack” associated with constraint (6.1) for a particular source agent ¢ is given by
Gi(n+1) and corresponds to the uninvested amount of funds.

Let p1;;; denote the price charged by source agent ¢ to intermediary j for a
transaction via mode [ and let py;;, denote the price charged by source agent i for
the electronic transaction with demand market k. The p1;;; and py;;. are endogenous
variables and their equilibrium values p7,;, and py,s ¢ =1.....m; j = 1.....m
I =1,2,k =1,...,0 are determined once the complete financial network model
is solved. As noted earlier, we assume that each source agent seeks to maximize its
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net revenue and to minimize its risk. We assume that the risk for source agent i is
represented by the (2n + o) x (2n + o) positive definite variance-covariance matrix
V* so that the optimization problem faced by source agent i can be expressed as

Maximize U(qg;) Zmelquz +ZP11A¢M chul qijt)

ji=1l1=1 j=11=1

= cinlan) — ] Vg, (6.2)

subject to:

Gitnt1y = 0.

The first four terms in the objective function (6.2) represent the net revenue of source
agent ¢, and the last term is the variance of the return of the portfolio, which represents
the risk associated with the financial transactions.

We now discuss the transaction cost functions. The transaction incurred by source
agent { in transacting with intermediary j using mode [ is denoted by c;;;, where we
assume that ¢;j; = c¢;5:(qiji) for all <. j,I. The transaction cost incurred by source
agent ¢ in transacting with demand market A via mode [ is denoted by ¢, where
Cik = Cik(qix), for all i, k.

We assume that the transaction cost functions for each source agent are continu-
ously differentiable and convex and that the source agents compete in a noncooper-
ative manner in the sense of Nash (1950, 1951). The optimality conditions for all
decision-makers with source of funds simultaneously coincide with the solution of
the following variational inequality: Determine (Q'*. Q%*) € K such that

m mn

2 . Oalal) .
ZZZ 2V~Iﬂ 4q; __J[_Ql_ - p“ﬂ] X [Qiﬂ - Qijl]

i=1 j=1 I=1 ()qu

FY SV, P g ) 20, ¥Q1L QY € K,

i=1 k=1 (63)
where V!~ denotes the zj-th row of V" and zj; is defined as the indicator: zj =
(!l = Dn + j. Similarly, Vionss denotes the 22,4 x-th row of V' but with 2o, 4
defined as the 2n + k-th row and the feasible set KO = {(Q'.Q*)|(Q", Q%) €
R2™™+™%nd (6.1) holds for all i}.
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6.2.2 The Behavior of the Financial Intermediaries

The behavior of the intermediaries in the financial network model is now described.

Let the endogenous variable p2;; denote the product price charged by intermedi-
ary j, with p3 ., denoting the equilibrium price, where j = 1....,nik =1,... 0
and [ = 1,2. We assume that each financial intermediary also seeks to maximize
its net revenue while minimizing his risk. Note that a financial intermediary, by
definition, may transact either with decision-makers in the top tier of the financial
network and with consumers associated with the demand markets in the bottom tier.

V7 is the (2m+20) x (2m+20)-dimensional positive definite variance-covariance
matrix associated with intermediary j: j = 1, ..., n. The transaction cost cjkz(qjkl)
is the transaction cost incurred by intermediary j in transacting with demand market
k via mode [, where we assume that c;ji; = cjpi(gjr) for all j, k, 1. Finally, the
conversion/handling cost associated with financial intermediary j is denoted by ¢;
and we assume that ¢; = ¢;(Q").

Noting the conversion/handling cost and the various transaction costs faced by a
financial intermediary and recalling that the variance-covariance matrix associated
with financial intermediary j is given by V7, we have that the financial intermediary
is faced with the following optimization problem

m

Maximize UJ qj ZZPQJMQ]M - C] ZZQ][ (gij1)

k=11l=1 i=1 =1

—ZZCJM gkl Zzpmzngl ;-TquJ' (6.4)

k=1 1=1 i=1 I=1
subject to:

m
QJkl < qu’]l’ (65)

i=1 [=1
QLJI>0 ]., .771;121,2,

gGr=>0 k=1 ...,0l=12

The first five terms in the objective function (6.4) denote the net revenue, whereas the
last term is the variance of the return of the financial allocations, which represents the
risk to each financial intermediary. Constraint (6.5) guarantees that an intermediary
cannot reallocate more of its financial funds among the demand markets than it has
available.

Let 7, be the Lagrange multiplier associated with constraint (6.5) for intermediary
J. We assume that the cost functions are continuously differentiable and convex and
that the intermediaries compete in a noncooperative manner. Hence the optimality
conditions for all intermediaries simultaneously can be expressed as the following
variational inequality: Determine (Q'*, @3*,v*) € R2"™" 2"+ satisfying

2

* dc; Ql*) * aél l(q: ) * *
ZZZ 2V, —({3&1—1_ + prijt — = Vi1 % s — a4l
i

=1 j=11=1 8q1jl
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[e]

Ic;ri(aG)

+

M-

n
Z — Pajkt T ;] X [‘Ijkl - ijl]

zpr "9y

5=1k=11=1 Ogjkt
n m [
4 [qu:ﬂ quu 7]] > 0’ V(Ql, Q},Y) c }zim'nJrQ'no+n7
j=1i=1lI=1 k=11=1

(6.6)
where VJ 2, denotes the z;-th row of V7 and z; is defined as the indicator z;; =
(I — 1)m + 4. Similarly, VZJ denotes the zj;-th row of V7 and zy; is defined as the
indicator zg; = 2m + (I — 1)0 + k.

Additional background on risk management in finance can be found in Nagurney
and Siokos (1997); see also Rustem and Howe (2002).

6.2.3 The Consumers at the Demand Markets and the Equilibrium
Conditions

We now assume, as given, the inverse demand functions psx(d); k& = 1....,0,
associated with the demand markets at the bottom tier of the financial network,
where dj;, denotes the demand at demand market & and d is the vector of demands
at all the demand markets. Recall that the demand markets correspond to distinct
financial products. Of course, if the demand functions are invertible, then one may
obtain the price functions simply by inversion.

The following conservation of flow equations must hold

dk—zzq]kl-i-z:ql}“ k=1,...,0. (6.7)

j=11=1

Equations (6.7) state that the demand for the financial product at each demand
market is equal to the financial transactions from the intermediaries to that demand
market plus those from the source agents.

Let ¢;1; denote the unit transaction cost associated with transacting between
intermediary j and demand market k& using mode ! for all j, k, [, where we assume
that ¢j5; = é;(Q% Q). Similarly, let é; denote the unit cost associated with
transacting between source agent i and demand market £, for all i, k, where we
assume that &, = ¢ (Q?%, Q3).

The equilibrium condition for the consumers at demand market k are as follows:

For each intermediary j; j = 1, ..., n and mode of transaction /; | = 1,2
. . o ey [ =p3k(d), if g, >0
o+ Gr(Q%, QP o e 4 6.8
P2jkl jkl( ) { > PSk(d )’ if Tt = 0. ( )

In addition, we must have that, in equilibrium, for each source of funds i; ¢ =
1,...,m

* A 2% 3% = ,03k(d*)» if q:k >0

plik+czk(Q 7Q ){ d*), if q:k =0.

> p3k( (6.9)
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Conditions (6.8) state that, in equilibrium, if consumers at demand market k
purchase the financial product from intermediary j via mode [, then the price the
consumers pay is exactly equal to the price charged by the intermediary plus the
unit transaction cost via that mode. However, if the sum of price charged by the
intermediary and the unit transaction cost is greater than the price the consumers
are willing to pay at the demand market, there will be no transaction between this
intermediary/demand market pair via that mode. Conditions (6.9) state the analogue
but for the case of electronic transactions with the source agents.

In equilibrium, conditions (6.8) and (6.9) must hold for all demand markets.
We can also express these equilibrium conditions using the following variational
inequality: Determine (Q2*, @3*,d*) € K!, such that

n o 2
Z Z Z[P%kl + (@7, Q%) X [gjkt — 4]
J=1k=11=1
+3 > [Pha + ek(Q¥ Q%)) X [gin — i) — D pan(d”) x [dx — di] > 0
1=1 k=1 k=1
Y(Q%, Q% d) e K, (6.10)
where K! = {(Q?, @3, d)|(Q% @3, d) € RZ™T™°%° and (6.7) holds. }

6.2.4 The Equilibrium Conditions for the Financial Network with
Electronic Transactions

In equilibrium, the optimality conditions for all decision-makers with source of funds,
the optimality conditions for all the intermediaries, and the equilibrium conditions for
all the demand markets must be simultaneously satisfied so that no decision-maker
has any incentive to alter his or her decision. We recall the equilibrium conditions
{cf. Liu and Nagurney (2007)] for the entire financial network with intermediation
and electronic transactions as follows.

Definition 6.1: Financial Network Equilibrium with Intermediation and with
Electronic Transactions

The equilibrium state of the financial network with intermediation is one in which the
Sfinancial flows between tiers coincide and the financial flows and prices satisfy the
sum of conditions (6.3), (6.6), and (6.10).

LetK? = {(Q", Q% Q% 7, d)|(Q", Q% Q% v, d) € RITFm"¥2novne and (6.1)
and (6.7) hold} and state the following theorem.

Theorem 6.1: Variational Inequality Formulation
The equilibrium conditions governing the financial network model with intermedi-
ation are equivalent to the solution to the variational inequality problem given by:
determine (Q'*, Q%", Q%" ,v*,d*) € K2 sarisfying
m n 2 ~
dciji(q;; c; (Q™)  9¢iu(gsy)
I R R il
! Qi1

- = b
i=1 j=1 I=1 0qij1 9q:51
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< lqiji — a;1]
m o
. - ac’,k(qﬁ) ~ * *
+Z {QV:}Q".‘_]\- ©q; + —:9—”»‘ + Cik(Q2 [ Q3 )] X [q“»‘ - qu]
i=1 k=1 Qik
n o 2 *
j * ac‘kl(qlkl) ~ * 3% * *
+ SRV, a2 @ Q%) + 93] X (4w — g
— = qjki
j=lk=11=1
n m 2 o 2
20> dii- Gimal ZP% x e = di] 2 0,
1=1 1=1 =1 k=11=1

V(Q'. Q% Q% v.d) € K2, (6.11)

Proof: We first prove that an equilibrium according to Definition 6.1 satisfies vari-
ational inequality (6.11). Summation of (6.3), (6.6), and (6.10), after algebraic
simplifications, yields (6.11).

We now prove the converse, that is, that a solution to variational inequality (6.11)
satisfies the sum of conditions (6.3), (6.6), and (6.10) and is, therefore, a financial
network equilibrium pattern. First, we add the term —p7,;, + pi,;; to the term in
the first set of brackets in (6.11). Then, we add the term —p7,. + p7;; to the term
before the second multiplication sign, and finally, we add the term —pj;; + P55
to the term preceding the third multiplication sign in (6.11). Note that these terms
are identically equal to zero and do not change the variational inequality. Hence we
obtain the following inequality

m n

2 Aeiilqgrs e (O* ¢i:1(q7
ZZZ 2Vi - gf +2VD, - g + —2 i) | 96, @Q7) | Ounlain) _ .
i=1j=1[=1 Oqiji 9qi5i 0qij1

=P+ PLij) X (it — 43zl

o 9cik(qik)

* ik ~ * * * * *

+Z 2V 45 + _?9__L + & (Q%, Q%) — pin + Pial X [@ir — @i
i=1 k=1 ik
CRNLA (@)
* J 3 v ~ * * * * *
Z Z 2V7 g ———J— Eri(Q%*, Q%) + ) = Pijrt + P3j0]
j=lk=11=1 ;i
n

X (@Kt = Tk

*ZP%

HZ[

1=

dk - dk] 7

m 2
*
E ai;51
11=1

- Z 2 Q;kl]

k=11=1

x [ = 5]

v(Q', Q% Q3 v, d) € K2,

(6.12)
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which, can be rewritten as

m n

i Ocgilal) .
ZZ Z[mézj, g t T ona A_” = pliji) % (a1 — 5]
qiji

i=1 j=1 k=1

m o

3 * aCk(Q:) * *
+Z Z[2V;g,,+k 4t :aTkk = Prir) % [gin — )

i=1 k=1

L 06@Q) L Ouldh) .
D DD Vg _2)(1-—1 P+ g i e — gl
. ’IJ

+ . [qu;jl - Zq;kl] x [ =]l

+ 375 ot + (@, Q%)) x ik — 3]

= par(d”) x [de — di] 2 0, V(Q,Q% Q% ~,d) € K*. (6.13)
k=1

Obviously, the solution to inequality (6.13) satisfies the sum of the conditions (6.3),
(6.6), and (6.10). The proof is complete.

The variables in the variational inequality problem (6.11) are the financial flows
from the source agents to the intermediaries @1, the direct financial flows via elec-
tronic transaction from the source agents to the demand markets Q?, the finan-
cial flows from the intermediaries to the demand markets 3, the shadow prices
associated with handling the product by the intermediaries 7, and the prices at
demand markets p3. The solution to the variational inequality problem (6.11),
(Q',Q%", Q3% ,~*,d*), coincides with the equilibrium financial flow and price
pattern according to Definition 6.1.

Variational inequality (6.11) is distinct from the variational inequality derived in
Nagurney and Ke (2003) in which the demand functions at the markets were assumed
known and given.
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6.3 THE FINANCIAL NETWORK PERFORMANCE MEASURE AND THE
IMPORTANCE OF COMPONENTS

In this section, we propose a novel financial network performance measure and the
associated network component importance definition. For completeness, we also
discuss the difference between our measure and a standard efficiency measure in
€Cconomics.

6.3.1 The Financial Network Performance Measure

As stated in Section 6.1, the financial network performance measure is motivated by
the unified network performance measure detailed in Chapter 3. In the case of the
financial network performance measure, we state the definitions directly within the
context of financial networks, without making use of the transformation of the finan-
cial network model into a network equilibrium model with defined origin/destination
pairs and paths, as in Liu and Nagurney (2007).

Definition 6.2: The Financial Network Performance Measure

The financial network performance measure, E¥'N, for a given network topology G
(cf. Figure 6.2), and demand price functions psi.(d); k = 1,2, ..., 0, and available
funds held by source agents S, where S is the vector of financial funds held by the
source agents, is defined as follows

ZZ-l _dL
EFN — =k=1 panld) (6.14)
0
where o is the number of demand markets in the financial network, and dj and
p3i(d*) denote the equilibrium demand and the equilibrium price for demand market
k, respectively.

The financial network performance measure £’V defined in (6.14) is actually the
average demand to price ratio. It measures the overall (economic) functionality of the
financial network. When the network topology G, the demand price functions, and
the available funds held by source agents are given, a financial network is considered
performing better if it can satisfy higher demands at lower prices.

By referring to the equilibrium conditions (6.8) and (6.9), we assume that if there
is a positive transaction between a source agent or an intermediary with a demand
market at equilibrium, the price charged by the source agent or the intermediary plus
the respective unit transaction costs is always positive. Furthermore, we assume that
if the equilibrium demand at a demand market is zero, the demand market price (i.e.,
the inverse demand function value) is positive. Hence the demand market prices will
always be positive and the network performance measure is well-defined.

In the definition, we assume that all the demand markets are given the same
weight when aggregating the demand to price ratio, which can be interpreted as all
the demand markets are of equal strategic importance. Of course, it may be interesting
and appropriate to weight demand markets differently by incorporating managerial or
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governmental factors into the measure. For example, one could give more preference
to the markets with large demands. Furthermore, it would also be interesting to
explore different functional forms associated with the definition of the performance
measure to ascertain different aspects of network performance. However, in this
chapter, we focus on the definition in the form of (6.12) and these issues will be
considered for future research. Finally, the performance measure in (6.14) is based
on the “pure” cost incurred between different tiers of the financial network.

6.3.2 Network Efficiency vs. Network Performance

It is worth pointing out further relationships between our network performance mea-
sure and other measures in economics, in particular, an efficiency measure. In
economics, the total utility gained (or cost incurred) in a system may be used as
an efficiency measure. Such a criterion is basically the underlying rationale for the
concept of Pareto efficiency, which plays a very important role in the evaluation of
economic policies in terms of social welfare. As is well-known, a Pareto efficient
outcome indicates that there is no alternative way to organize the production and
distribution of goods that makes some economic agent better off without making
another worse off [see, e.g., Samuelson (1983), Mas-Colell, Whinston, and Green
(1995)]. Under certain conditions, which include that externalities are not present in
an economic system, the equilibrium state ensures that the system is Pareto efficient
and that the social welfare is maximized. The concept of Kaldor-Hicks efficiency, in
turn, relaxes the requirement of Pareto efficiency by incorporating the compensation
principle: an outcome is efficient if those that are made better off could, in theory,
compensate those that are made worse off and leads to a Pareto optimal outcome
[see, e.g., Chipman (1987) and Buchanan and Musgrave (1999)].

These economic efficiency concepts have important implications for government
and/or central planners, for example, by suggesting and enforcing policies that ensure
that the system is running cost efficiently. For instance, in the transportation literature,
these efficiency concepts have been used to model the “system-optimal” objective,
as outlined in Chapter 2. Moreover, a toll policy can be implemented to guarantee
that the minimum total travel cost for the entire network (cf. Beckmann, McGuire,
and Winsten (1956), Dafermos (1973), Nagurney (2000), and the references therein)
is achieved. It is worth noting that the system-optimal concept in transportation
networks has stimulated a tremendous amount of interest also, recently, among
computer scientists, which has led to the study of the price of anarchy [cf. (3.11)].
Recall that, as discussed in Chapter 3, the price of anarchy is defined as the ratio of
the system-optimization objective function evaluated at the user-optimized solution
divided by that objective function evaluated at the system-optimized solution. It
has been used to study a variety of noncooperative games on such networks as
telecommunication networks and the Internet. Notably, the aforementioned principles
are mainly used to access the tenability of the resource allocation policies from
a societal point of view. However, we believe that, in addition to evaluating an
economic system in the sense of optimizing the resource allocation, there should also
be a measure that can assess the network performance and functionality. Although


http://

THE FINANCIAL NETWORK PERFORMANCE MEASURE AND THE IMPORTANCE OF COMPONENTS 151

in such networks as the Internet and certain transportation networks, the assumption
of having a central planner to ensure the minimization of the total cost may, in some
instances, be natural and reasonable (as in the case of system-optimized networks,
discussed in Chapters 2 and 3, along with appropriate robustness analyses), the same
assumption faces difficulty when extended to the larger and more complex networks
as in the case of financial networks, where the control by a “central planner” is not
realistic.

The purpose of this chapter is not to study the efficiency of a certain market
mechanism or policy, which can be typically analyzed via the Pareto criterion and the
Kaldor-Hicks test. Instead, we would like to address the following question: Given a
certain market mechanism, network structure, objective functions, and demand price
and cost functions, how should one evaluate the performance and the functionality of
the network? In the context of a financial network where there exists noncooperative
competition among the source agents as well as among the financial intermediaries,
if, on the average and across all demand markets, a large amount of financial funds
can reach the consumers, through the financial intermediaries, at low prices. we
consider the network as performing well. Thus, instead of studying the efficiency
of an economic policy or market mechanism, we evaluate the functionality and
the performance of a financial network in a given environment. The proposed
performance measure of the financial network is based on the financial equilibrium
model outlined in Section 6.2. However, our measure can be applied to other
economic networks, as well, and has been done so in the case of transportation and
supply chain networks and other critical infrastructure networks, as discussed in
Chapters 3 through 5. Notably, we believe that such a financial network equilibrium
model is general and relevant and, moreover, it also has deep theoretic foundations
[see, for example, Judge and Takayama (1973)].

Furthermore, three points merit discussion as to the need for a network perfor-
mance measure besides solely looking at the total cost of the network. First, the
function of an economic network is to serve the demand markets at a reasonable
price. Hence it is reasonable and important to have a performance measure tar-
geted at the functionality perspective. Second, when faced with network disruptions
whereby certain parts of the network may be destroyed or becoming inoperable,
the cost of providing services/products through the dysfunctional/disconnected part
reaches infinity. Therefore, the total cost of the system is also equal to infinity and
hence it becomes undefined as a measure. However, since the remaining network
components may still be functioning, it is valid to analyze the network performance
in such a situation. Finally, it has been shown in Qiang and Nagurney (2008) that the
total system cost measure is not appropriate as a means of evaluating the performance
of a network with elastic demands and hence a unified network measure is needed.

Based on the discussion in this section, we denote our proposed measure £V
as the “financial network performance measure” in order to avoid confusion with
efficiency measures in economics and elsewhere.
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6.3.3 The Importance of a Financial Network Component

The importance of the network components is analyzed, in turn, by studying the
effect on the network performance measure through their removal. The financial
network performance is expected to deteriorate when a critical network component
is eliminated from the network. Such a component can include a link or a node
or a subset of nodes and links, depending on the financial network problem under
investigation. Furthermore, the removal of a critical network component will cause
more severe damage than that caused by the removal of a trivial component. Hence
the importance of a network component is defined as follows.

Definition 6.3: Importance of a Financial Network Component
The importance of a financial network component g € G, I¥"N(g), is measured by
the relative financial network performance drop after g is removed from the network

ASFN _ gFN(g) _ gFN(g _ g)
EFN T gFN(g)

INg) = (6.15)
where G — g is the resulting financial network after component g is removed from
network G.

It is worth pointing out that the importance of the network components is well-
defined even in a financial network with disconnected source agent/demand market
pairs. In our financial network performance measure, the elimination of a transaction
link is treated by removing that link from the network while the removal of a node
is managed by removing the transaction links entering or exiting that node. In the
case that the removal results in no transaction path connecting a source agent/demand
market pair, we simply assign the demand for that source agent/demand market pair to
an abstract transaction path with an associated cost of infinity. The above procedure
for handling disconnected agent/demand market pairs is illustrated with numerical
examples in Section 6.4, when we compute the importance of the financial network
components and their associated rankings.

6.4 THE ALGORITHM

In this section, we present the Euler method, which is applied to solve the numerical
examples in the subsequent section. We first, however, simplify variational inequality
(6.11). Specifically, we note that, in view of (6.7), we may define the functions

ﬁBk(Q2s Qg) = p3k(d)7 k= 1,...,0. (616)

Let K2 = {(Q1, Q% Q% |(Q". Q% Q3 7)eRTF?™"+2"*™ and (6.1) holds}.
Therefore, we may rewrite variational inequality (6.11) as: Determine the vector
(@', Q%, Q% ,y*)eK? satisfying

m n 2 : ~

ik L Oclgr) o (QY)  Odinlgn)
SN S ev, ar vy, g+ B SO STy
i=1 j=1i=1 4ijl qijl qij1
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x[qsji — q;jl]

m
7 * aci‘ q:~ ~ * 3% ~ 2% 3% *
PSS Ve g+ 2 G 02 03 - (@2, @) X i — a3

i=1 k=1 aqm

i ° 2 j * Jkl(q;kl) - % 3% * ~ 2% 3%

+ S2VE, - q =g T &u(Q7. Q) + 1] — pak(QT, Q)]
j=1k=11=1 Lkt
x[qjx1 — Q;I.-l]
m m 2 [}

X DD a2 ) Gk x =120, V(QNLQ% QM) €K

j=1 i=1Il=1 k=1 1=1

(6.17)
We now present the explicit statement of the Euler method [cf. (2.54)] for the
solution of the variational inequality (6.17), which is equivalent to (6.11).

The Euler Method

Step 0: Initialization Step
Set (Q'°,Q%,Q3%°,4°) € K3. Let T = 1, and set the sequence {ar} so that
S ar =0, ar >0,ar — 0,as T — oo.

Step 1: Computation Step
Compute (Q'7, Q?7, Q37 ,47) € K3 by solving the variational inequality subprob-
lem

n

m 2 T-1

; _ . deiji(g; ) de; (@171
YD D lahitar@Vy, al T 2VE, g b —
i=1 j=1 =1

04¢ij1 0qi;1

gl
Jl 7T-1 -1 T
‘jaq—m— - ) — 4;5 ] x [qijt qz‘jz]

o 'T—l)

= IS

— ()C‘k q:.
+ Z [k +or(@VE, , qf '+ _1_6(1—’«_
=1 k=1 qik

+ 6ik (QTT’ QBT)

—par(Q*T 71, Q3T 1)) — q7 M X ik — gk

3Cjkl(qj7-—k71)
I A +
3ij1

<
)

+ Zq]/\l+a7 2VI g T 1y Ea(Q¥T 1. QT

j=1k=1I=1

T-1 ~ 27 — 37-1 T— T
] T = pe (@ T Q) — g M X gk — k]

m 2
+2.b7 +ar Qo) e =20 aah =] by =120,

V(QlT, QQT, QBT, ,Y’T) e }CB. (()18)
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Step 2: Convergence Verification

T- T— T- T- _ T-1
If‘qu_qijz 1| <e |q§c*qz’k 1‘»\q;[1cz_‘1jkz 1| <€ |’YJ'T—’YJ~ l| <e |PsTk_P3k | <
eforalli =1,... . m;3=1,....mk=1,...,0; 1 = 1,2, with ¢ > 0, a pre-
specified tolerance, then stop; otherwise, set 7 = 7 + 1, and go to Step 1.

Note that the variational inequality subproblem (6.18) encountered at each iteration
of the discrete-time algorithm can be solved explicitly and in closed form because
it is actually a quadratic programming problem and the feasible set is a Cartesian
product consisting of the constraints (6.1), with a simple network structure and
the nonnegative orthants, Ri"" and RY, corresponding to the variables Q? and v,
respectively.

Computation of Financial Flows
In fact, the subproblem in (6.18) in the (Q!, %) variables can be solved using exact
equilibration (see Chapter 2), whereas the remainder of the variables in (6.18) can be
obtained by explicit formulae, which are provided below for convenience.

In particular, compute, at iteration 7, the financial flows, quk ;S, according to

7T—-1
T 1 3Cjkl(qjkz )

- 27 -1 37-1
¢r(@ ,Q
8qjkl 7 ( )

q]kl lnax{o q]kl —07(2 2kt

+y] 7= psk(QFTTL QYT ViLkL (6.19)

Computation of the Prices
At iteration 7, compute the prices, 'y]-T s, according to

’y;‘r = max{0, 'yj —ar Z Z ngl Z Z qul 1, (6.20)

=1 l=1 k=1 I=1

Note that in the discrete-time adjustment process [cf. (6.19) and (6.20)], the
financial flows and the prices can be updated simultaneously at each iteration.

This algorithm hence tracks the dynamic trajectory of the financial flows and
prices until the stationary point; equivalently, the equilibrium point is reached.

6.5 NUMERICAL EXAMPLES

To further demonstrate the applicability of the financial network performance measure
proposed in Section 6.3, we present two numerical financial network examples. For
each example, our network performance measure is computed and the importance
and the rankings of links and the nodes are also reported.

The examples consisted of two source agents, two financial intermediaries, and
two demand markets. These examples had the financial network structure depicted in
Figure 6.3. For simplicity, we excluded the electronic transactions. The transaction
links between the source agents and the intermediaries were denoted by a;; where
1t =1,2; j = 1,2. The transaction links between the intermediaries and the demand
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Sources of Financial Funds

Intermediaries Noninvestment Node

Demand Markets

Figure 6.3: The financial network structure of the numerical examples

markets were denoted by b;, where j = 1,2; k = 1, 2. Since the noninvestment por-
tions of the funds do not participate in the actual transactions, we do not discuss the
importance of the links and the nodes related to the noninvestment funds. The exam-
ples below were solved using the Euler method [cf. Section 2.2.4; see also Nagurney
and Zhang (1996, 1997), Nagurney and Ke (2003), and Nagurney, Wakolbinger, and
Zhao (2006)]. The convergence tolerance ¢ is set to be equal to 1074

Example 6.1
The financial holdings for the two source agents in the first example were S' = 10
and $? = 10. The variance-covariance matrices V! and V7 were identity matrices
for all the source agents ¢ = 1, 2. We suppressed the subscript [ associated with the
transaction cost functions because we assumed a single (physical) mode of transaction
being available.

The transaction cost function of Source Agent 1 associated with his transaction
with Intermediary | was given by

cii{qi) = 4¢5, +qu + 1.
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The other transaction cost functions of the source agents associated with the
transactions with the intermediaries were given by

i) =24 +qiy+1, i=1,2j=1.2

with 7 and j not equal to 1 at the same time.
The transaction cost functions of the intermediaries associated with transacting
with the sources agents were

Cij(qij) = 3¢5, +2q;; +1. i=1,2j=1.2.
The handling cost functions of the intermediaries were
c1(Q") = .5(qn1 + g21)?,

c2(QY) = 5(quz + g22)°.

We assumed that in the transactions between the intermediaries and the demand
markets, the transaction costs perceived by the intermediaries were all equal to zero,
that is

cip(gin) =0, j=1,21k=1,2

The transaction costs between the intermediaries and the consumers at the demand
markets, in turn, were given by

Gr(Q% Q%) =g +2, j=1.2k=12
The demand price functions at the demand markets were
par(d) = —2dp + 100, k=1,2.

The equilibrium financial flow pattern, the equilibrium demands, and the incurred
equilibrium demand market prices are as follows.
The computed components of Q'* were

g1 = 3.27, ¢7, = 4.16,

g5, = 4.36, ¢35, = 4.16.

For ()?*, we obtained
iy = 381, qf, = 3.81

g3 = 4.16, ¢3, = 4.16.
Also, the equilibrium demands and incurred prices were

dr=7.97, d} = 7.97,

pgl(d*) = 8406, p32(d*) = 84.06.
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Table 6.1: Importance and ranking
of links in Example 6.1

Link | Importance Value | Ranking
all 1574 3
a2 2003 2
azl .2226 1
a22 2003 2
b1 0304 5
b12 0304 5
ba1 0359 4
ba2 0359 4

Table 6.2: Importance and ranking of nodes in

Example 6.1
Node Importance Value | Ranking
Source Agent 1 4146 4
Source Agent 2 4238 3
Intermediary 1 4759 2
Intermediary 2 5159 1
Demand Market 1 0566 5
Demand Market 2 .0566 5

The value of the financial network performance measure [cf. (6.12)] was

7.97 + 7.97
__ 84.06 84.06 __ .0949.

gFN —
2
The importance of the links and the nodes and their ranking are reported in Table
6.1 and 6.2, respectively.
We show the link and node importance values and rankings for Example 6.1 in
Figures 6.4 and 6.5, respectively.

Discussion
First note that, in Example 6.1, both source agents chose not to invest a portion
of their financial funds. Given the cost structure and the demand price functions
in the network of Example 6.1, the transaction link between Source Agent 2 and
Intermediary 1 is the most important link because it carries a large amount of financial
flow, in equilibrium, and the removal of the link causes the highest performance drop
assessed by the financial network performance measure.

Similarly, because Intermediary 2 handles the largest amount of financial input
from the source agents, it is ranked as the most important node in the above network.
On the other hand, because the transaction links between Intermediary 1 to Demand
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Figure 6.4: Link importance rankings for Example 6.1
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Figure 6.5: Node importance rankings for Example 6.1

Markets 1 and 2 carry the least amount of equilibrium financial flow, they are the
least important links.

Example 6.2
In the second example, the parameters are identical to those in Example 6.1, except
for the following changes.
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Table 6.3: Importance and ranking
of links in Example 6.2

Link | Importance Value | Ranking
all 0917 2
ai2 09 17 2
a1 3071 1
a2 3071 1
b1 0211 3
bi2 0211 3
b2y 0211 3
baa 0211 3

The transaction cost function of Source Agent 1 associated with his transaction
with intermediary 1 was changed to

c11(q11) = 26]%1 +gn +1

and the financial holdings of the source agents were changed, respectively, to S; = 6
and SQ = 10.

The equilibrium financial flow pattern, the equilibrium demands, and the incurred
equilibrium demand market prices are as follows.

The computed components of Q!* were

¢, = 3.00, ¢}, = 3.00,
@ = 4.48, qly = 4.48.
The computed components of Q%* were
g1 = 3.74, qj, = 3.74,
gy = 3.74, g5, = 3.74.
The computed equilibrium demands and incurred prices were
dy =7.48, d5 = 7.48,

p31(d*) = 85.04, p3a(d™) = 85.04.
The value of the financial network performance measure [cf. (6.12)] was

7.48 + 7.48
__ 85.04 85.04 __ .0880.

EFN—
2

The importance of the links and the nodes and their ranking are reported in Table
6.3 and 6.4, respectively.
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Table 6.4: Importance and ranking of links in

Example 6.2
Node Importance Value | Ranking
Source Agent 1 .3687 3
Source Agent 2 6373 |
Intermediary 1 4348 2
Intermediary 2 4348 2
Demand Market 1 -.0085 4
Demand Market 2 -.0085 4
0.35 -
030 |
o 025
=
=
> 020 |
©
3
L 015 -
9
E 0.10 -
005 | I I
s Lo HE B R R
a2 a2 3 3, byy by, b2y b22

Link

Figure 6.6: Link importance rankings for Example 6.2

We display the link and node importance values and rankings for Example 6.2 in
Figures 6.6 and 6.7 respectively.

Discussion

Note that, in Example 6.2, the first source agent had no funds noninvested. Given
the cost structure and the demand price functions, since the transaction links between
Source Agent 2 and Intermediaries 1 and 2 carried the largest amount of equilibrium
financial flow, they were ranked the most important. In addition, because Source
Agent 2 allocated the largest amount of financial flow in equilibrium, it was ranked
as the most important node. The negative importance value for Demand Markets 1
and 2 is due to the fact that the existence of each demand market brings extra flows
on the transaction links and nodes and, therefore, increases the marginal transaction
cost. The removal of one demand market had two effects: first, the contribution to
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Figure 6.7: Node importance rankings for Example 6.2

the network performance of the removed demand market became zero; second. the
marginal transaction cost on links/nodes decreased, which decreased the equilibrium
prices and increased the demand at the other demand markets. If the performance
drop caused by the removal of the demand markets is overcompensated by the
improvement of the demand-price ratio of the other demand markets, the removed
demand market will have a negative importance value. It simply implies that the
“negative externality” caused by the demand market had a larger impact than the
performance drop due to its removal.

6.6 SUMMARY AND CONCLUSIONS

In this chapter, we proposed a novel financial network performance measure, which
is motivated by the unified network performance measure described in Chapter 3.
The financial network measure examines the network performance by incorporating
the economic behavior of the decision-makers, with the resultant equilibrium prices
and transaction flows, coupled with the network topology. The financial network
performance measure, and the network component importance definition provide
valuable methodological tools for evaluating the financial network vulnerability and
reliability. Furthermore, our measure is shown to be able to evaluate the importance
of nodes and links in financial networks even when the source agent/demand market
pairs become disconnected.

We believe that our network performance measure is a good starting point from
which to begin to analyze the functionality of an economic network, in general, and
a financial network, in particular. Especially in a network in which agents compete
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in a noncooperative manner in the same tier and coordinate between different tiers
without the intervention from the government or a central planner, our proposed
measure examines the network on a functional level other than in the traditional
Pareto sense. We believe that the proposed measure has natural applicability in such
networks as those studied in this chapter. Specifically, with our measure, we are also
able to study the robustness and vulnerability of different networks with partially
disrupted network components, as discussed in Chapter 3. In the future, additional
criteria and perspectives can be incorporated to analyze the network performance
more comprehensively. Moreover, with a sophisticated and informative network
performance measure, financial administrators and regulators can implement effective
policies to enhance the network security and begin to enhance the system robustness.

6.7 SOURCES AND NOTES

This chapter is based on the chapter by Nagurney and Qiang (2008b). Here we
have provided additional motivation and background material, including the explicit
statement of the Euler method for the financial network equilibrium model with
intermediation. In addition, we have also included a proof of Theorem 6.1, which
is due to Liu and Nagurney (2007). It is worth noting that the financial network
model with intermediation and electronic transactions with known demand (rather
than demand price functions) was developed by Nagurney and Ke (2003). When the
demand functions are invertible, the two models are equivalent. Hence it is important
to note that the financial network measure can also be applied to financial networks
with given demand functions. Indeed, for the sake of completeness, we now state the
following.

Definition 6.4: The Financial Network Performance Measure

The financial network performance measure, EFN, for a given network topology G
(cf. Figure 6.2) and either given demand price functions p3(d); k = 1,2... ., o, or
given demand functions di.(p); k = 1,2, ..., 0 and available funds held by source
agents S, where S is the vector of financial funds held by the source agents, is defined,
respectively, as follows

EFN _ k=1 pse(dr) L=t Pak

] (]

: (6.21)

where o is the number of demand markets in the financial network, dj, and p3.(d*)
denote the equilibrium demand and the incurred equilibrium price for demand market
k, respectively, in the case of the model with given demand price functions; similarly,
dr(p*) and p};, denote the equilibrium incurred demand and equilibrium demand
price for the model with given demand functions for demand market k.

For a detailed literature review of financial networks, refer to Nagurney (2003)
(see also Fei (1960), Charnes and Cooper (1967), Thore (1969, 1980), Thore and
Kydland (1972), Christofides, Hewins, and Salkin (1979), Crum and Nye (1981),
Mulvey (1987), Nagurney and Hughes (1992), Nagurney, Dong and Hughes (1992),
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Nagurney and Siokos (1997), Nagurney and Ke (2001, 2003), Boginski, Butenko, and
Pardalos (2003), Geunes and Pardalos (2003), Nagurney and Cruz (2003a, 2003b),
Nagurney, Wakolbinger, and Zhao (2006), and references therein). Furthermore,
for a detailed discussion of optimization, risk modeling, and network equilibrium
problems in finance and economics, refer to the chapters in the book edited by
Kontoghiorghes, Rustem, and Siokos (2002).

By capturing the network structure of economic linkages and transactions from
supply chains to financial networks, we can further explore such issues as “traceabil-
ity.” For example, Nagurney (2006b) established that supply chain network equilib-
rium problems can be reformulated and solved as transportation network equilibrium
problems and hence path flow information and path cost information are available
through such a transformation. It is interesting that Liu and Nagurney (2007) estab-
lished an analogous result but in the context of financial networks with intermediation.
With path flow information, one can then identify the most “likely” paths or routes
that the flows took, be they ingredients or products or financial instruments. Clearly,
such information can assist in identifying sources of toxins, whether in food supply
chains or financial networks, as in the case of toxic assets.
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CHAPTER 7

DYNAMIC NETWORKS, THE INTERNET,
AND ELECTRIC POWER

7.1 INTRODUCTION

The Internet, as a global telecommunications network, with linkages to other network
systems, including transportation, financial and energy systems, is fundamental to the
functioning of our modern societies and economies. Hence an appropriate efficiency
measure and a means of identifying its critical nodes and links is essential to not only
the management of such a dynamic network but also to its very security. Clearly,
those nodes and links that are deemed most important are those that also merit greatest
protection.

According to Coffman and Odlyzko (2002) Internet traffic is approximately dou-
bling each year, and such a rate of growth represents extremely fast growth. Figure
7.1 illustrates this rapid growth in number of Internet users in the world from 1995
to 2008.

At the same time, the number of security attacks against the Internet [cf. Bagchi
and Tang (2005)] is also growing rapidly; the number of global security incidents
rose to 73,359 in 2002, far surpassing the number of 52,658 in the previous year. In
August 2003, a variant of the computer worm named Blaster affected over 330,000
computers globally and resulted in more than $320 million in damage [cf. Messmer

Fragile Networks. By Anna Nagurney and Qiang Qiang 165
Copyright © 2009 John Wiley & Sons, Inc.
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Figure 7.1: Internet users in the world [Data Source: Internet World Stats (2009)]

(2003)]. A 2002 CSVFBI report [see Power (2002)] documents the variety of Internet
attacks and attack types.

Other recent incidents have further highlighted the impacts of Internet disruptions,
which need not be due to terrorist attacks but may occur due to accidents or natural
disasters. For example, the severance of two cables in the Mediterranean, on January
30, 2008, apparently by ship anchors, caused major Internet service problems for
days in the Middle East and parts of Asia [see Reed (2008)]. On December 27,
2006, a 7.1 magnitude earthquake off the southern coast of Taiwan severely disrupted
Taiwan’s Internet access [see Lemon (2006)]. Although the earthquake caused little
structural damage, it disrupted telecommunication networks in Asia and, according
to Wolfe (2007), exposed a vulnerable “choke” point in the network. As noted by
Wolfe (2007), the physical layer of the Internet consists of several redundant lines,
but many of the redundancies run through the same locations with the consequence
that a single incident at one of these locations can affect a large area. In terms of the
financial impact of a major Internet disruption, a report by the Business Roundtable
[see Insurance Journal (2007)] estimated a cost to the global economy of $250 billion.

In this chapter, we propose a network efficiency measure for dynamic networks,
which have been modeled as evolutionary variational inequalities. Such dynamic
networks include the Internet [cf. Nagurney, Parkes, and Daniele (2007)], time-
varying supply chains [see Nagurney and Liu (2007)], and electric power generation
and distribution networks [cf. Nagurney et al. (2007)]. As mentioned in Chapter
3, the network efficiency measure proposed by Latora and Marchiori (2001), which
is the sum of the inverses of the shortest paths based on geodesic distances between
nodes, multiplied by one over a nodal factor, has been applied to several network
systems, including the MBTA subway system in Boston and the Internet [cf. Latora
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and Marchiori (2003, 2004)]. However, their measure does not include behavior
that would be associated with rerouting in the case of nodal or link failures, nor
does it explicitly include traffic flows. Furthermore, it does not capture the time
dimension. Bienenstock and Bonacich (2003) focused on social networks and their
efficiency versus vulnerability and proposed a network efficiency measure, which
actually coincides with that of Latora and Marchiori (2001). More recently, Jenelius,
Petersen, and Mattsson (2006) proposed a network efficiency measure for congested
transportation networks, but the measure requires that the network remain connected
after disruptions. Furthermore, it does not measure the usage of the network as
demand varies over time.

The recent theories of scale-free and small-world networks in complex network
research [cf. Watts and Strogatz (1998) and Barabdsi and Albert (1999)] have
also been applied to assess the vulnerability of real-world infrastructure networks,
including the Internet. Indeed, due to the fact that the Internet exhibits the scale-free
property [see, e.g., Faloutsos, Faloutsos, and Faloutsos (1999)] and a dynamic nature,
more and more researchers in different disciplines have begun to address its resilience
[cf. Doyle et al. (2005) and Cohen et al. (2000a, 2000b)] and reliability [cf. O"Kelly,
Kim, and Kim (2006)].

We use as the basis for our dynamic network measurement framework the time-
dependent, evolutionary variational inequality (EVI) model of the Internet proposed
by Nagurney, Parkes, and Daniele (2007). Indeed, because the demand for Internet
resources itself is dynamic, an underpinning modeling framework must be able to
handle time-dependent constraints. Roughgarden (2005) notes that “A network like
the Internet is volatile. Its traffic patterns can change quickly and dramatically. The
assumption of a static model is therefore particularly suspect in such networks.”

It has been shown [cf. Roughgarden (2005) and the references therein] that
distributed routing, which is common in computer networks and, in particular, the
Internet, and “selfish” routing (or “source’ routing in computer networks), as occurs in
the case of user-optimized transportation networks (see Chapter 3) in which travelers
select the minimum cost route between an origin and destination, are one and the same
if the cost functions associated with the links that make up the paths/routes coincide
with the lengths used to define the shortest paths. In this chapter, we assume that the
costs on the links are congestion-dependent, that is, they depend on the volume ot the
flow on the link. Note that network efficiency measurements based on shortest path
geodesic distances ignore this property of congested networks. We permit the cost
on a link to represent travel delay but we utilize “cost™ functions because these are
more general conceptually than delay (or latency) functions, and they can include,
for example, tolls associated with pricing.

In addition, we emphasize that in the case of transportation networks it is trav-
elers that make the decisions as to the route selection between O/D pairs of nodes,
whereas in the case of the Internet, it is algorithms, implemented in software, that
determine the shortest paths. Furthermore, we emphasize again that analogues exist
between transportation networks and telecommunication networks and, in particular,
the Internet, in terms of decentralized decision-making, flows and costs, and even the
Braess paradox, which allow us to take advantage of such a connection [cf. Beck-
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mann, McGuire, and Winsten (1956), Beckmann (1967), Braess (1968), Dafermos
and Sparrow (1969), Cantor and Gerla (1974), Gallager (1977), Bertsekas and Tsit-
siklis (1989), Bertsekas and Gallager (1987), Ran and Boyce (1996), Korilis, 1.azar,
and Orda (1999), Boyce, Mahmassani, and Nagurney (2005), Resende and Pardalos
(2006), Nagurney, Parkes, and Daniele (2007)].

The evolutionary variational inequality methodology that Nagurney, Parkes, and
Daniele (2007) used for the formulation and analysis of the Internet is quite natural for
several reasons. First, historically, finite-dimensional variational inequality theory
(cf. Smith (1979), Dafermos (1980), Nagurney (1999), Patriksson (1994), and the ref-
erences therein) has been used to generalize static transportation network equilibrium
models dating to the classic work of Beckmann, McGuire, and Winsten (1956}, which
also forms the foundation for selfish routing and decentralized decision-making on
the Internet [see, e.g., Roughgarden (2005)]. Second, there has been much research
activity devoted to the development of models for dynamic transportation problems,
and it makes sense to exploit the connections between transportation networks and
the Internet [see also Nagurney and Dong (2002a) and Boyce, Mahmassani, and
Nagurney (2005)]. In addition, EV1s, which are infinite-dimensional, have been used
to model a variety of time-dependent applications, including spatial price problems,
financial network problems, dynamic supply chains, and electric power networks
[cf. Daniele, Maugeri, and Oettli (1999), Daniele (2003a,b, 2004), Daniele (2006),
Nagurney et al. (2007), and Nagurney (2006a)]. Hence we believe that they are a
rather natural formalism for dynamic networks and the measurement of their effi-
ciency/performance.

The structure of the chapter is as follows. In Section 7.2 we briefly recall the
evolutionary variational inequality formulation of the Internet according to Nagurney,
Parkes, and Daniele (2007). In Section 7.3, we propose the efficiency measure for
dynamic networks in both continuous time and discrete time forms. In Section 7.4,
we apply the measure to the Braess paradox network with time-varying demands to
determine the network efficiency as well as the importance rankings of the nodes
and links. In Section 7.5, we describe analogues between the dynamic model of the
Internet and that of electric power generation and distribution networks.

7.2 EVOLUTIONARY VARIATIONAL INEQUALITIES AND THE
INTERNET

For definiteness, in this section, we first present the evolutionary variational inequality
model of the Internet, proposed by Nagurney, Parkes, and Daniele (2007), but, for
simplicity, we consider the single class, rather than the multiclass version.

In particular, the Internet, a dynamic network par excellence, is modeled as a
network G = [N, L], consisting of the set of nodes A and the set of directed links L.
The set of links £ consists of n elements. The set of O/D pairs of nodes is denoted by
W and consists of nyy elements. We denote the set of routes (with a route consisting
of links) joining the O/D pair w by P,,. We assume that the routes are acyclic. Let
P with np elements denote the set of all routes connecting all the O/D pairs in the
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Internet. Links are denoted by a, b, eic; routes by r, g, etc., and O/D pairs by w, wo,
etc. We assume that the Internet is traversed by a single class of “jobs” or “tasks.”
Let d,,(t) denote the demand, that is, the traffic generated between O/D pair w at
time ¢. The flow on route r at time ¢, which is assumed to be nonnegative, is denoted
by x,(t), and the flow on link a at time ¢ by f,(t).
Because the demands over time are assumed to be known, the following conser-
vation of flow equations must be satisfied at each ¢

dy(t) = Z z:(t), YweW, (7.1)

rePy.

that is, the demand associated with an O/D pair must be equal to the sum of the flows
on the routes that connect that O/D pair. Also, we must have

0<z.(t) <pu-(t), VrelP, (7.2)

where (1 (t) denotes the capacity on route 7 at time ¢.

We group the demands at time ¢ for all the O/D pairs into the ny -dimensional
vector d(t) and the route flows at time ¢ into the np-dimensional vector x(t). The
upper bounds/capacities on the routes at time ¢ are grouped into the n p-dimensional
vector u(t).

The link flows are related to the route flows, in turn, through the following
conservation of flow equations

falt) = Y 2 (t)0ar, Va€ L, (7.3)

repP

where 8, = 1 if link a is contained in route r, and d,,, = 0, otherwise. Hence the
flow on a link is equal to the sum of the flows on routes that contain that link. All the
link flows at time ¢ are grouped into the vector f(t), which is of dimension 7.

The cost on route r at time ¢ is denoted by C,.(¢), and the cost on a link a at time
t by c,(t). We allow the cost on a link, in general, to depend on the entire vector of
link flows at time £, so that

ca(t) = ca(f(t)), VaeL. (7.4)
In view of (7.3), we may write the link costs as a function of route flows, that is
ca(z(t)) = calf(t)), Vae€L. (7.5)

The costs on routes are related to costs on links through the following equations
Cr(x(t)) =Y ca(@(t))dar, VreP, (7.6)
acl

which means that the cost on a route at a time ¢ is equal to the sum of costs on links
that make up the route at time £. We group the route costs at time ¢ into the vector
C'(t), which is of dimension np.
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We consider the Hilbert space 7 = L*({0,T], R"") (sce the glossary) where T
denotes the time interval under consideration and define the feasible set X as follows

K ={zxe L*[0,T],R""): 0 < x(t) < p(t)ae. in[0, T};

D ap(t) = du(t), Y, ae. in[0. T]}. (7.7)
pEP,,
We assume that the capacities p,.(t), for all r, are in H and that the demands
dy > 0, for all w, are also in ‘H. Further, we assume that

0 <d(t) < du(t),ae onl0, 7], (7.8)

where @ is the ny X np-dimensional O/D pair-route incidence matrix, with element
(w, r) equal to 1 if route r is contained in P,, and 0, otherwise. Due to (7.8), the
feasible set K is nonempty. As noted in Nagurney, Parkes, and Daniele (2007), K
is also convex, closed, and bounded. We are not restricted as to the form that the
time-varying demands for the O/D pairs take because convexity is guaranteed even
if the demands have a step-wise structure, or are piecewise continuous.

The dual space of H is denoted by H*. On H x H* we define the canonical
bilinear form by

T

(GT, 2)) z/ GO (). GeH, ceH. (7.9)
0

Furthermore, the cost mapping C' : K — H*, assigns to each flow trajectory 2:(-) € K

the cost trajectory C(z(+)) € H*.

We now state the dynamic network equilibrium conditions governing the Inter-
net, assuming shortest path routing. These conditions are a generalization of the
Wardropian (1952) first principle of user behavior [cf. (2.19)] to include the time
dimension and capacities on the route flows. Of course, if the capacities are very
large and exceed the demand at each ¢, then the upper bounds are never attained by
the route flows and the conditions below will collapse, in the case of fixed time £,
to the well-known static network equilibrium conditions. We next present a special

case of the multiclass network equilibrium conditions stated in Nagurney, Parkes,
and Daniele (2007); see also Daniele (2006).

Definition 7.1: Dynamic Network Equilibrium

A route flow pattern z* € K is said to be a dynamic network equilibrium (according
to the generalization of Wardrop’s first principle), if, at each time t, only the minimum
cost routes not at their capacities are used (i.e., have positive flow) for each O/D pair
unless the flow on a route is at its upper bound (in which case those routes’ costs can
be lower than those on the routes not at their capacities). The state can be expressed
by the following equilibrium conditions, which must hold for every O/D pairw € W,
every route r € Py, and a.e. on [0, T)

<0, if xx(t) = pr(2),

Cr(z™(t)) = Au(t) 4 =0, if 0<zi(t) < pr(t), (7.10)
20, if xx(t) =0.
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Hence conditions (7.10) state that all used routes not at their capacities connecting
an O/D pair have equal and minimal costs at each time ¢ in {0, T]. If a route flow is
at its capacity then its cost can be lower than the minimal cost for that O/D pair. Of
course, if we have that p,, = oo, for all routes r € P, then the dynamic equilibrium
conditions state that all used routes connecting an O/D pair of nodes have equal and
minimal route costs at each time ¢. For fixed ¢, the latter conditions coincide with a
single-class version of Wardrop’s first principle [cf. (2.19)] governing static network
equilibrium problems. Note that this concept has also been applied to static models
of the Internet (cf. Roughgarden (2005) and the references therein).

In this discussion, we assume that the general “cost” on links and paths is “in-
stantaneous,” which solely depends on the current network flows and demands. Such
an assumption is relatively general and can be casily extended to the discrete-time
case, which will be discussed in the following section. Indeed, in the discrete-time
case, demand is assumed to be constant during each time interval and, therefore,
the link and path costs can be interpreted as the average costs based on the flows in
that particular time interval. Furthermore, similar data and computer communication
network models and analysis, but in the discrete-time case, have also been studied by
Bertsekas and Gallager (1987).

The standard form of the EVI that we work with is

determine X* € K such that ((F(X*)T. X — X*)) >0, ¥X e K.  (7.11)

We now state the following theorem, which is an adaptation of Theorem | in
Nagurney, Parkes, and Daniele (2007) to the single-class case; see that reference for
a proof.

Theorem 7.1
z* € K is an equilibrium flow according to Definition 7.1 if and only if it satisfies
the evolutionary variational inequality

/T(C’(;v*(t))T,;r.(t) —r*(t))dt >0, Vzek. (7.12)
0

Furthermore, for completeness, we also provide some existence results.

Theorem 7.2 [cf. Daniele, Maugeri, and Oettli (1999) and Daniele (2006)]
If C in (7.12) satisfies any of the following conditions

1. C is hemicontinuous with respect to the strong topology on K, and there exist
AC ICnonempI) compact, and B C K compact such that, for everyy € IC‘ A,
there exists ¢ € B with ((C(z)T,y — x)) < 0;

2. C'is hemicontinuous with respect to the weak topology on K;

3. Cis pseudomonotone and hemicontinuous along line segments,
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Figure 7.2: Network structure of Example 7.1

then the EVI problem (7.12) admits a solution over the constraint set K.
Recall that C : K — H*, where K is convex, is said to be

pseudomonotone if and only if, for all z, y € K

((C@)Ty—a) 0= (Cw)T .z —y)) <O

hemicontinuous if and only if, for all y ¢ K. the function £ +— {C(ET.y - &) is
upper semicontinuous on X; and

hemicontinuous along line segments if and only if, for all z,y € K, the function
& {{C(&)T,y — z)) is upper semicontinuous on the line segment [z, y].

Moreover, if C' is strictly monotone, then the solution of (7.12) is unique [see,
e.g., Kinderlehrer and Stampacchia (1980)].

Daniele, Maugeri, and Oettli (1999) presented dynamic network equilibrium con-
ditions for transportation networks. Here we state the dynamic equilibrium conditions
in a manner that is more transparent [cf. (7.10)], noting that the lower bounds on the
route flows on the Internet will be zero.

The solution of finite-dimensional variational inequalities is at quite an advanced
state (cf. Chapter 3). The solution of evolutionary variational inequalities, which
are infinite-dimensional, is a topic discussed in the books by Daniele (2006) and
Nagurney (2006a) and in the papers by Cojocaru, Daniele, and Nagurney (2005,
2006, 2007) and Barbagallo (2007). In particular, under certain conditions, an
evolutionary variational inequality of the form (7.12) can be solved at discrete points
in time and the solutions then interpolated. Hence, the advances in the computation of
finite-dimensional variational inequalities, with many network equilibrium problems
solved to-date, may be exploited for the effective solution of the EVI for dynamic
networks.

We now present a small dynamic network numerical example.
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Equilibrium Flow
4

a0

Nt

0

dur(t) = f

Figure 7.3: Equilibrium trajectories of the simple numerical example with time-
dependent demands

Example 7.1: A Simple Numerical Example

Consider a network (small subnetwork of the Internet) consisting of two nodes and
two links as in Figure 7.2. Because the routes consist of single links we work with
the routes directly as in Figure 7.2. The route costs are

Cr (z(t)) =2z, () + 5, Cp(x(t)) = 22, (t) + 10.

Also, the route capacities are: i, (t) = pp, (t) = 00.

The time horizon is [0,10]. There is a single O/D pair w = (1,2) and the
time-varying demand is assumed to be d,(t) = t.

Given the special structure of the network in Figure 7.2 and the linearity and
separability of the route cost functions, it is easy to determine the equilibrium route
trajectories satisfying (7.10) or, equivalently, (7.12), and they are for ¢ € [0, 2%}
ap (t) = tand z7 (t) = 0, and for t € [25,10], 27 (t) = 5t + 17 and 27, (1) =
it—11

The equilibrium flow trajectories of the above network are depicted in Figure 7.3.

7.3 THE EFFICIENCY MEASURE FOR DYNAMIC NETWORKS
MODELED AS EVOLUTIONARY VARIATIONAL INEQUALITIES

In this section, we propose an efficiency measure for dynamic networks, modeled as
evolutionary variational inequalities, which we denote by EPV (G, d, T).
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Definition 7.2a: Dynamic Network Efficiency: Continuous Time Version
The network efficiency for the network G with time-varving demand d fort € [0, T},
denoted by EPN (G, d, T), is defined as follows

T du
Jo wew Aql,((:;}/”w dt
7 .

EPN(G. 4, T) =

(7.13)

The dynamic network efficiency measure £PV defined in (7.13) is actually the
average demand to price ratio over time. It measures the overall (economic) func-
tionality of the network with time-varying demands. When the network topology G,
the demand pattern over time and the time span are given, a network is considered
to be more efficient if it can satisfy higher demands at lower costs over time. We
assume that the integral in (7.13) is well-defined.

The network efficiency measure (7.13) can be easily adapted to dynamic networks
in which the demands change at discrete points in time, as we now demonstrate. Let
dL,, d?,...,d denote demands for O/D pair w in H discrete time intervals, given,
respectively, by: {to,t1], (t1,%2], ..., (Em—1,t 5], where tyy = T. We assume that
the demand is constant in each such time interval for each O/D pair. Moreover, we
denote the corresponding minimal costs for each O/D pair w [see (7.10)] at the H
different time intervals by: AL, A2 ... A¥. The demand vector d, in this special
discrete case, is a vector in R"% > The dynamic network efficiency measure in
this case is as follows.

Definition 7.2b: Dynamic Network Efficiency: Discrete Time Version

The network efficiency for the network (G, d) over H discrete time intervals:
[to,t1], (t1,t2), ..., (-1, tH), where ty; = T, and with the respective constant
demands: dl,, d2,, ...,dH for all w € W is defined as follows

S (S wew £t = ti1)/nw]

EPN(G. dty =T) =
ty

(7.14)

We now provide the relationship between the dynamic network efficiency measure
(7.13) and the unified network efficiency measure (3.2) for static networks, and we
focus on the case of fixed demands.

Theorem 7.3
Assume that d.,(t) = d, for all O/D pairs w € W and for t € [0.T]. Then, the
dynamic network efficiency measure (7.13) collapses to the network measure (3.2)

E=— . (7.15)

Proof: Because the d,,s are fixed over the time horizon [0, T'], the minimal equilib-
rium route costs for each O/D pair w, denoted by A, Vw € W, are also fixed over
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the time horizon. Substituting these terms into (7.13), we obtain

T dy
[Zw —L]/n‘/v dt T duv llu
EPN(G,d,T) = Jo EWTA’” =l > /mw = > j\—}/"w-

weWw wew T
(7.16)
But the right-most expression in(7.16) is precisely the network efficiency/performance

measure for network equilibrium problems given by (3.2).

Several points merit some discussion here. First, one of the advantages of this
measure is that it allows us to study the network efficiency when there are disconnected
O/D pairs. Such a feature is extremely useful in assessing the network functionality
under partial disruptions, whereas traditional measures, such as the total network
cost over time, are no longer applicable [cf. Roughgarden (2005)]. An illustrative
example 1s given later in this section. Second, in this definition, we consider the
network model without explicit edge, that is, link, capacity constraints. It is well-
known in the transportation literature that edge capacities can be implicitly included
in the link travel cost functions (cf. Section 3.3), in which case the travel time
tends to infinity as the link flows approach their respective capacities [cf. Daganzo
(1977a, b)]. A network model with explicit edge capacity constraints was studied
by Patriksson (1994), who generalized link costs to reformulate the network as an
equivalent uncapacitated network. Hence in such a model, A, (¢) in (7.13) can be
interpreted as a generalized cost. Nevertheless, a discussion of the distinction and the
relationships between the two approaches is not the focus of this chapter. In Chapters
8 through 10 we develop system-optimized network models with explicit capacities on
the links and consider network synergies associated the network integration through
mergers and acquisitions.

The importance of a network component in the dynamic network case is the same
as that defined in (3.2), but with the static efficiency measure now replaced by the
dynamic network efficiency measure given by (7.13) in the continuous case and by
(7.14) in the discrete case. Hence we have the following.

Definition 7.3: Importance of a Dynamic Network Component
The importance of dynamic network component g of network G with demand d over
time horizon T is defined as follows

gDN(g‘ d7 T) — gDN(g -9, d’ T)

DN _
I (g,dvT)_ gDN(g,d,T)

(7.17)

where EPN(G — g,d, T) is the dynamic network efficiency after component g is
removed.

In studying the importance of a network component, the elimination of a link is
treated in this measure by removing that link, while the removal of a node is managed
by removing the links entering and exiting that node. When the removal results in no
path/route connecting an O/D pair, we simply assign the demand for that O/D pair
to an abstract path with a cost of infinity. Hence our dynamic network measure is
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Table 7.1: Importance and ranking of links in

Example 7.1
Link | Importance Value | Importance Ranking
r1 .3887 1
T2 1894 2

Table 7.2: Importance and ranking of nodes in

Example 7.1
Node | Importance Value | Importance Ranking
1 1.0000 1
2 1.0000 1

well-defined even in the case of disconnected networks; see also Chapter 3, where
additional theoretical properties of the static measure are discussed.

For illustration purpose, we apply the above dynamic network efficiency measure
to study the importance of links and nodes in Example 7.1 in Section 7.2. For the time
horizon given by t € [0, 10], with T' = 10, the network efficiency £PV (G, d, 10) =
.3686. The importance and the rankings of the links and the nodes are given in Tables
7.1 and 7.2, respectively.

It is quite reasonable that link/route r; is more important than link/route o, as
reported in Table 7.1, because over the time horizon it carries more traffic. Note that
a measure such as the Latora and Marchiori (2001) measure does not capture either
flows or the time dimension.

Furthermore, as discussed earlier in this section, the proposed dynamic network
efficiency measure enables us to study the network with disconnected O/D pairs,
while the other measure (e.g., total network cost over time) is not applicable. The
following simple example is given to illustrate this idea.

Example 7.2: An Illustrative Network Example

Consider the following network, as shown in Figure 7.4, with three nodes and two
links. Nodes are denoted by 1, 2, and 3, and links are denoted by a and b. Similar to
Example 7.1, since the routes consist of single links, we work with the routes directly,
so that 11 = a and ro = b. The route costs were

Cri(@(t) = &, () + 1, Crpla(t) = ra(t) + 2.

Also, we assume that the route capacities were g, (t) = pr, (t) = oc.

The time horizon is [0, 10]. There are two O/D pairs, namely, w; = (1,2) and
wg = (1, 3). The time-varying demands are d,,, (t) = 3t + 10 and d,,, (t) = 3t.

Given the special structure of the network, it is easy to determine the equilibrium
route trajectories satisfying (7.10) or, equivalently, (7.12), and they are z7 (t) =
3t + 10 and z7,(t) = 3t.
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Figure 7.4: Network structure of Example 7.2

Table 7.3: Importance and ranking of links in

Example 7.2
Link | Importance Value | Importance Ranking
a 5398 1
b 4602 2

Table 7.4: Importance and ranking of nodes in

Example 7.2
Node | Importance Value | Importance Ranking
1 1.0000 1
2 5398 2
3 4602 3

The network efficiency measure is given by £PV(G,d, 10) = .8857.

The importance and the rankings of the links and the nodes are given in Tables
7.3 and 7.4, respectively. In this example, link a/route r; carries more flow over time
and, therefore, it is ranked higher than link b/route r5.

The proposed measure provides important insights into network vulnerability
and security analysis, especially because the total cost of the network over time,
after a link or a node is destroyed, becomes infinite in Example 7.2. Hence this
undesirable feature of a total cost measure, unlike the proposed measure, prevents
one from assessing the network efficiency under disruptions and, as a consequence,
the importance and the rankings of the network component. In particular, when a
disruption causes partial damage to a large network and a certain demand cannot be
satisfied, the remaining network components still may function properly. Hence it
still makes sense to analyze network performance in such a situation and, obviously,
those network components whose removal causes a large performance drop should
receive more attention.
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Network 1 Network 2
Figure 7.5: The time-dependent Braess network example with relevance to the Inter-
net

7.4 AN APPLICATION TO THE TIME-DEPENDENT BRAESS NETWORK

In this section, we use the proposed dynamic network measure to the time-dependent
Braess example [cf. Nagurney, Parkes, and Daniele (2007), Nagurney (2006a),
and, also, Pas and Principio (1997)], but, first, for completeness and easy reference,
we revisit the Braess (1968) paradox [see also, Boyce, Mahmassani, and Nagurney
(2005) and Braess, Nagurney, and Wakolbinger (2005)]. Recall that in the Braess
paradox, which is an example of a fixed demand network equilibrium problem, the
addition of a new link, which yields a new route, makes all the “users” in the network
worse off. As emphasized in Korilis, Lazar, and Orda (1999), this is also relevant to
the Internet. We present an EVI formulation with instantaneous costs that deepens
the understanding of the Braess paradox and illustrates dramatically the importance
of time-varying demands and the associated equilibrium flows and costs. Here, in a
sense, we reinterpret the results in Section 3.2.4 in a dynamic, time dimension setting.

The Time-Dependent Braess Paradox
Assume a network as the first network depicted in Figure 7.5 in which there are four
nodes 1, 2, 3, and 4; four links a, b, ¢, and d; and a single O/D pair w = (1, 4). There
are hence two routes available between this O/D pair: 71 = (a, ¢) and ro = (b, d).
The networks given in Figure 7.5 are due to Braess (1968). We now construct
time-dependent link costs, route costs, and demand for ¢ € [0, 7. It is important to
emphasize that when time ¢ is discrete, thatis,t = 0, 1,2, ..., 7, is trivially included
in the equilibrium conditions (7.10) and captured in the EVI formulation (7.12).
We considered, to start, the first network in Figure 7.5, consisting of links: a, b, ¢, d.
We assumed that the capacities i, (t) = pp,(t) = oo for all t € [0,T]. The link
cost functions were assumed to be given and as follows for time ¢ € [0, T']

ca(fa(t)) = 10fa(t), cp(fo(t)) = fo(t) + 50,
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ce(fe(t)) = fe(t) +50,  ca(falt)) = 10fa(t).

We assumed a time-varying demand d,,(t) = ¢ for t € [0, T1.

Observe that at time t = 6, d,,(6) = 6, and it is easy to verify that the equilibrium
route flows at time t = 6 were z;, (6) = 3, x7,(6) = 3, the equilibrium link flows
were fr(6) = 3, fi(6) = 3, fX(6) = 3, f3(6) = 3, with associated equilibrium
route costs

Cr, (6) = ca(6) + co(6) = 83.  C,, = c4(6) + cq(6) = 83,

and hence equilibrium conditions (7.10) are satisfied for time ¢ = 6. This is the
solution to the classical (static) Braess (1968) network without the route addition.

We now construct and solve EVI (7.12) for the dynamic network equilibrium
problem over ¢t € [0,T]. We first expressed the route costs in terms of route flows
for Network 1 in Figure 7.5, where we have that, because of the conservation of flow
equations (7.3), fo(t) = fo(t) = =, (t) and fo(t) = fa(t) = 2., (t). Thatis, we
must have that C;, (t) = 11z, (¢) + 50, C,,(t) = 11z.,(t) + 50, with the route
conservation of flow equations (7.1), yielding d,,(t) = t = w,, (¢t) + =, (), and
hence we may write =, (t) = t — x,, ().

Similarly, we must have, because of the feasible set K [cf. (7.7)], the simplicity
of the network topology, and the cost structure

ay (t) = 7, (t). (7.18)

r

Hence we may write EVI (7.12) for this problem as: Determine z* € K satisfying

2 2

T
/ (11xy (1) +50) x (@, (t) — 2y (1)) +(11z], (1) +50) x (2, (1) — 2}, (t))dt > 0,
0

Vi € K, (7.19)

which, in view of the feasibility condition z,, (t) + x,,(t) = ¢ implies that (7.19)
can be expressed as

/T(ll;?x*;l (£)+50) x (2r, (t) =25, (£))+ (A1) (t)4+50)x (t—zr, (t) =27, (t))dt > 0,
0

Vr € K, (7.20)

which, after algebraic simplification, is
T A
/0 (11zy (t) +50) x (t — 2z7 (t))dt > 0, Veek. (7.21)

But (7.21) implies that 227 (t) = t: fort € [0.T) or z} () = . Thus we also

have z7_(t) = L.
Moreover, the equilibrium route costs for ¢t € [0, T are given by C,, (x} (1)) =

53t +50 = Cp, (a7, (£)) = 51t + 50, and, clearly, equilibrium conditions (7.10)

T

hold for € [0, T] ae.
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Assume now that, as depicted in Figure 7.5, a new link e, joining node 2 to node
3, is added to the original network, with cost c.(fe(t)) = fe(t) + 10 for t € [0, T).
The addition of this link creates a new route r3 = (a, e, d) that is available for the
Internet traffic. Assume that the time-varying demand is still given by d..(t) = ¢.
Note that for t = 6, for example, the original equilibrium flow distribution pattern
xr, (6) = 3 and x,.,(6) = 3 is no longer an equilibrium pattern because at this level
of flow the cost on route r3, Cy,(6) = 70. Hence the traffic from routes , and r
would be switched to route 5.

The equilibrium flow pattern at time ¢ = 6 on the new network (which would
correspond to the classic Braess paradox in a static network equilibrium setting) is
now xy, (6) = 2, z7,(6) = 2, x7,(6) = 2, with equilibrium link flows f;(G) = 4,
fr(6) =2, fx(6) =2, f2(6) = 2, f;(6) = 4, and with associated equilibrium route
costs

Cr,(6) =92, C,,(6)=92, C,(6)=092.

Indeed, one can verify that any reallocation of the route flows would yield a higher
cost on a route.

Note that, with the route addition, the cost at time ¢ = 6 increased for every “user”
of the network from 83 to 92 without a change in the demand or traffic rate! This is
the classical Braess paradox.

We now recall the solution to the EVI problem (7.12) for the second network in
Figure 7.5 over the time interval [0, T}, which illustrates the time-dependent Braess
paradox (see also Section 3.2.4).

In particular, the solution of the EVI for the second Braess network in Figure
7.5 with d () = t, for t € [0,T], yields three regimes, denoted by L, II, and III,
respectively, and depicted in Figure 7.5, where for d,(t) = t € [0.t; = 375]
(Regime I)

zp () =2.,(t) =0, x5, (t) =du(t) =t

3

ford,(t)=t € (t; = 3%, 8%] (Regime II), we have

11 40 9 80
T t)=xr ()= =t ——, x'(t)=——t+ —.
B0 = a7,0) = T3t = T w0 =~
Finally, for d,,(t) =t € (t2 = 8§,T < oo] (Regime III), we have

* * d"l t t *
e =ann =02t @0

The curves of equilibria are depicted in Figure 7.6.

Clearly, one can see from Figure 7.6, that in the range (0.¢; = 3%] that is, in
Regime I (once the demand is positive), only the new route r3 would be used. Hence
at a relatively low level of demand, up to a value of 31—71, only the new route is used.
In the range of demands: (3%, 8%], that is, Regime II, all three routes are used,
and in this range the Braess paradox occurs. Finally, once the demand (recall that
dw(t) = t here) exceeds 8% and we are in Regime III, then the new route is never

used! Thus the use of an EVI formulation reveals that over time the Braess paradox
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Equilibrium Flow
4
I II i
B Parad » -
raess Paradox Occurs : xrl(t) - 1:,.2(75)
4
46 . s
i) 23, (t) = 23, (1)
11
New Route is Not Used
0
zh (1) = a3, (8) = 0 88 () =0 ¢
dw(t) =1t

Figure 7.6: Equilibrium trajectories of the Braess network with time-dependent
demands

is even more profound and the addition of a new route may result in the route never
being used. Finally, if the demand lies within a particular range, then the addition of
a new route may result in everyone being worse off because it results in higher costs
than before the route/link was added to the network.

In particular, the classical Braess paradox, in which the addition of the route makes
the travel cost higher for everyone, always occurs in Regime II. To find the minimal
demand at which the Braess paradox occurs, we note that in the first network in
Figure 7.5, the demand will always equally distribute itself. Hence on the original
network, the equilibrium flow pattern on each route would be given by d—“lz(i) = é for
t € [0, T, with a minimal route cost over the horizon being thus equal to 11(%) -+ 50.

Consider now the second network in Figure 7.5. We know that in Regime I, only
the new route would be used, assuming shortest path routing; the minimal route
cost hence being given by the expression in this range of demands as 21¢ 4 10.
Setting now, 11(%) + 50 = 21t + 10, and solving for ¢, which is also in this problem
equal to the demand d,,(t), yields t = 2% = 2.58. For demand in the range
258 < dy(t) =t < 8% = 8.89, the addition of the new route will result in everyone
being worse off (see Figure 7.7).

For both networks in Figure 7.5, with the associated link and route cost functions, it
is easy to verify that the corresponding vector of route costs C'(«) is strictly monotone
(cf. Chapter 2) in route flows z, that is

{(Clehy — @)zt —a?) >0, Val.2? e K, a! # 22,
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Minimum Used Route Cost

ﬂk

Network 2 (with route added)
A% (t) =21+ 1Q

Network 1
An(t) =11(t/2) + 50

t =258 dy(t) =t

Figure 7.7: Minimum used route costs for Braess Networks 1 and 2

because the Jacobian of the route costs is strictly diagonally dominant at each ¢ and
thus positive definite. Hence the corresponding equilibrium route flow solutions
z*(t) will be unique.

Network Efficiency of the Dynamic Braess Network and Importance Rankings
of Nodes and Links over the Time Horizon

Let us now consider the second dynamic Braess network in Figure 7.5 for ¢ € [0. 10].
As demonstrated in Section 3.2.4, and just noted, different routes (and links) are
used in different demand ranges. Therefore, it is interesting and relevant to study
the network efficiency and the importance of the network components over the time
horizon. Because in the above example the demand varies continuously over time,
the formula (7.13) is used to compute the network efficiency. The computations for
both (7.13) and for (7.17) were done using MATLAB (see www.mathworks.com).

The network efficiency £PV (G, d, 10) for this dynamic network is .5793. The
importance and the rankings of the links and the nodes are summarized in Table 7.5
and Table 7.6, respectively.

From this analysis, it is clear which nodes and links are more important in the
dynamic Braess network and hence should, in effect, be better protected and secured
because their elimination results in a more significant drop in network efficiency or
performance. Indeed, link e after t = 8% is never used and in the range t € [3% 8%]
increases the cost, so the fact that link e has a negative importance value makes sense;
over time, its removal would, on the average, improve the network efficiency! This
analysis also has implications for network design because, over the time horizon,
adding or building link e does not make sense.
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Table 7.5: Importance and ranking of links in the
dynamic Braess network

Link | Importance Value | Importance Ranking
a .2604 1
b 1784 2
c 1784 2
d 2604 1
e -.1341 3

Table 7.6: Importance and ranking of nodes in
the dynamic Braess network

Node | Importance Value | Importance Ranking
1 1.0000 1
2 2604 2
3 .2604 2
4 1.0000 1

7.5 ELECTRIC POWER NETWORKS

Electric power generation and distribution networks provide another example of
critical infrastructure. Although the research and analytical efforts have been quite
impressive in this area, from August to September 2003 major outages occurred in
North America and Europe. First, on August 14, 2003, large portions of the Midwest,
the Northeastern United States, and Ontario, Canada, experienced an electric power
blackout. The outage affected an area withan estimated 50 million people and 61,800
megawatts (MW) of electric load in the states of Ohio, Michigan, Pennsylvania, New
York, Vermont, Massachusetts, Connecticut, New Jersey, and the Canadian province
of Ontario. Parts of Ontario suffered rolling blackouts for more than a week before
full power was restored. Estimates of the total associated costs in the United States
ranged between $4 and $10 billion (U.S. dollars). In Canada, the gross domestic
product was down .7% that August; there was a net loss of 18.9 million work hours,
and manufacturing shipments in Ontario were down by $2.3 billion (Canadian dollars)
[United States - Canada Power System QOutage Task Force (2004)]. In addition, two
other significant outages occurred during September 2003, one in England and one,
initiated in Switzerland, which cascaded over much of Italy. These events clearly
indicate that recent changes in the electric power markets require deep and thorough
analyses.

For illustration purpose, we now use the dynamic network efficiency measure to
study an electric power supply chain network. The example is adapted from Example
1 in Nagurney et al. (2007), where the notation and model are fully described.
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Power Generator

Suppliers

Transmission
Service Provider

Demand Market

Corresponding Supernetwork

Figure 7.8: Electric power supply chain network and the corresponding supernetwork

In the example, the electric power supply chain network consists of one power
generator, three power suppliers, one transmission provider, and one demand market,
as depicted in Figure 7.8. The links in the first network in Figure 7.8 are labeled a,
b, etc., for subsequent reference. The supernetwork representation that allows the
transformation of the electric power supply chain network [cf. Wu et al. (2006) and
Nagurney et al. (2007)] into a transportation network equilibrium problem is also
shown in Figure 7.8.

The power generating cost function for the power generator is given by

Flar(®) = 2.5(a1(1))* + 21 ().

The transaction cost functions faced by the power generator and associated with
transacting with the power suppliers: 1, 2, 3 are given, respectively, by

er{gii(t)) = 5(qu1(t))® +3.5q11(t), cia(gi2(t)) = 5(qr2(t))* + 2.5q12(t),

cra(qua(t)) = B(qa(t))* + 3.5¢13(t).

The operating costs of the three power suppliers, in turn, are given, respectively,
by

ci(qui(t)) = 5(qu1(t)?, calqrz(t)) = 5(qu2(t))?, calqus(t)) = .5(qu3(t))>.


http://

ELECTRIC POWER NETWORKS 185

The unit transaction costs associated with transacting between the power suppliers
and the demand market are

érfgqui(t)) = qui(t) + 1, éarlgai(t)) = ga1(t) +5, é(gai(t)) = gar(t) + 10.

In the corresponding supernetwork representation, there are 9 nodes and 10 links
with 1 O/D pair denoted by w; = (0, z1). There are three paths connecting

p1 = (01,011,811, 0171 ), P2 = (Q1.a12.Q22/, G21), Pz = (a1, ay3. azy . az1).

The time horizon T' = 1. The time-varying demand function is given by d,,, =
dq(t) = 41 + 10¢.

Here we present the importance and the ranking of the individual links and nodes
for this example using the dynamic network efficiency measure. We conduct the
analysis in the context of the supernetwork, which represents the transportation
network equilibrium transformation [see Nagurney et al. (2007)]. We then translate
the results back to the first network.

Recall that (cf. Figure 7.8), as discussed in Nagurney et al. (2007), ¢,, = N

aqn
[ATTR . ey , P
Cage = 8qzs, forgs = 11,12,13;¢q_, = é—qc;, fors =1,2,3,and ¢q ,, = €1, for

s =1,2,3. The cost on a path p; = p;ss1, for s = 1.2, 3 joining node 0 to node z;
in the supernetwork representation is

Cp, =Cp

Due to the separability of the cost functions and the special structure of the supernet-
work of this example, we can obtain the explicit formulae for the equilibrium path
flows and the disutility over time [0, T, which are shown below [cf. Nagurney et al.
(2007))

a (1) =3.33t+ 14.78, & (t) = 3.33t + 13.78, a7 (t) = 3.33t + 12.45.

7131 P ,1)3
Ay, (t) = 60t + 255.83.
By a simple calculation, the network efficiency for the above electric power

network example is £2V = .1609. The importance and the rankings of the links and
the nodes are given, respectively, in Tables 7.7 and 7.8.

=cCq, t+ Cay, tCa FCayn $=1,2,3.

1ss’1

7.5.1 Discussion

In this example, we note that links a and d are the most important links. The power
generator and the demand market are, in turn, the most important nodes, which is
reasonable. Power Supplier 1 is ranked as the second most important node. By
observing the equilibrium path flows, we know that path p;, which includes links
a and d and Power Supplier 1, carries the largest amount of flow. Therefore. given
the fact that three paths have the same equilibrium disutility, the removal of link a
or d will have the most severe impact on the electric power supply chain network
efficiency. The removal of Power Supplier 1 will have the largest impact on the
network efficiency only second to that of the removal of Power Generator 1 or the
demand market. Furthermore, at the imposed demand, link b is more important than
link ¢ and link e is more important (i.e., is ranked higher) than link f.
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Table 7.7: Importance and ranking of links in the
electric power supply chain network

Link | Importance Value | Importance Ranking
a 0725 1
b 0689 2
¢ 0628 3
d 0725 1
e 0689 2
f 0628 3

Table 7.8: Importance and ranking of nodes in
the electric power supply chain network

Node Importance Value | Importance Ranking
Power Generator 1 1.0000 1
Power Supplier 1 .0735 2
Power Supplier 2 .0689 3
Power Supplier 3 0628 4
Demand Market | 1.0000 1

7.6 SUMMARY AND CONCLUSIONS

In this chapter, we proposed a network efficiency measure that can be used for
dynamic networks, formulated as evolutionary variational inequalities, including the
Internet. The network efficiency measure captures costs/latencies on networks with
time-varying demands. We provided both a continuous time version of the efficiency
measure and a discrete version and then showed that the dynamic network efficiency
measure in the case of fixed demands for all the origin/destination pairs over time
collapses to the proposed measure given by (3.2), when such problems are formulated
as network equilibrium problems in a static setting. The novelty of the measure lies
in that it enables us to assess the network performance without worrying about the
connectivity assumption and further, it can be used to study the importance of network
components under changing demands over the time horizon of interest. To the best of
our knowledge, this is the first rigorous and well-defined, dynamic network efficiency
measure. Such a tool, we expect, will be quite useful for security purposes because
the dynamic network itself will be most vulnerable, as measured by the drop in
efficiency, if the most important nodes (or links) are removed, due to, for example,
structural failures, natural disasters, and terrorist attacks.

We illustrated the formalism on several dynamic network examples, including the
time-dependent Braess paradox and a stylized electric power supply chain network
example. From the results of the importance rankings of individual nodes and links,
we can see that when evaluating the vulnerability of a network, all the relevant
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information regarding the demands, the flows, and the costs over time has to be taken
into consideration.

Future research will include the application of the results in this chapter to large-
scale dynamic networks in telecommunication applications as well as other applica-
tions, such as large-scale electric power supply chain networks [cf. Liu and Nagurney
(2009)]. In particular, Liu and Nagurney (2009) constructed an empirical electric
power supply chain network model with fuel supply markets that captures both the
economic network transactions in energy supply chains and the physical network
transmission constraints in the electric power network. The theoretical derivation
and analyses were done using the theory of finite-dimensional variational inequal-
ities. The theoretical model was then applied to the New England electric power
supply chain consisting of 6 states, 5 fuel types, 82 power generators, with a total of
573 generating units and 10 demand points. The empirical case study demonstrated
that the regional electric power prices simulated by the model very well matched
the actual electricity prices in New England. To solve this large-scale model, the
authors used the connections between electric power supply chain networks and
transportation networks [cf. Chapter 2 and Nagurney et al. (2007)].

Finally, the proposed dynamic network measure can be used to study network
robustness and reliability under uncertainty as was done in Chapter 5 for supply
chain networks under disruptions.

7.7 SOURCES AND NOTES

Section 7.2 through 7.4 are based on the papers by Nagurney and Qiang (2008c) and
Nagurney, Parkes, and Daniele (2007). Here we have expanded the motivation and
have added more references. The electric power supply chain example in Section 7.5
is based on the paper by Nagurney et al. (2007). In Nagurney and Qiang (2008a), we
studied a static electric power supply chain network, which we extended in Section
7.5, by considering a dynamic version.
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CHAPTER 8

A SYSTEM-OPTIMIZATION
PERSPECTIVE FOR SUPPLY CHAIN
NETWORK INTEGRATION

8.1 INTRODUCTION

With this chapter, we begin Part III of this book, which focuses on potential synergies
from network integration, in the form of mergers and acquisitions (M&As), associated
with two (or more) firms (or organizations). The novelty of our perspective is in the
depiction of firms as networks of their economic activities. The presentation and
the analysis are done from a supply chain perspective but the concepts are even
broader, for example, they may be applied to the integration of firms in a variety of
network industries from telecommunications, transportation (railways and airlines),
and financial services to energy, including electric power. Indeed, the originality of
our approach lies in the conceptualization of the firms or organizations of interest
as networks and their integration through M&As being formed through the addition
of appropriate new links (with associated costs). Flows on the networks before or
after the integration correspond, depending on the particular application, to products,
people, messages, energy in a variety of forms, financial transactions, and so on. The
flows may be multiproduct in nature, and the costs may be generalized total costs that
also capture different criteria, such as risk and/or environmental impact. The latter
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we explore more fully in Chapter 9. We study multiproduct supply chains in Chapter
10.

In particular, in this chapter, we quantify the strategic advantages of supply chain
network integration using a system-optimization (see Section 2.3) perspective. We
use this perspective because it enables one to graphically represent, to formulate, and
compute the strategic advantages associated with a variety of mergers. In this chapter,
we assume that the firms that merge are in the same industry. Recent examples of
such mergers include the merger of Kmart and Sears in the retail industry [see
Knowledge @ Wharton (2005)] and the merger of Molson and Coors in the beverage
industry [cf. Beverage World (2007)], with Molson Coors setting a merger synergy
goal of $175 million in annual savings.

Langabeer (2003) noted that the use of M&As had been growing exponentially,
with over 6,000 M&A transactions conducted world-wide in 2001, with a value of
over $1 trillion. Nevertheless, many scholars argue whether mergers achieve their
objectives. For example, Marks and Mirvis (2001) found that fewer than 25% of
all mergers achieve their stated objectives. Langabeer and Seifert (2003), in turn,
determined a direct correlation between how effectively supply chains of merged
firms are integrated and how successful the merger is. Furthermore, they stated,
based on the empirical findings in Langabeer (2003), who analyzed hundreds of
mergers over the preceding decade, that improving supply chain integration between
merging companies is the key to improving the likelihood of post-merger success.

According to Kusstatscher and Cooper (2005), there have been five major waves
of Merger and Acquisition activity

The First Wave: 1898 — 1902: consisted of an increase in horizontal mergers that
resulted in many U.S. industrial groups,

The Second Wave: 1926 — 1939: involved many public utilities,

The Third Wave: 1969 — 1973: had as its driving force diversification,
The Fourth Wave: 1983 — 1986: had as its goal efficiency,

The Fifth Wave: 1997 until the present: had as its motto globalization.

In the present uncertain economic and financial climate, it is practically imperative
to quantitatively assess a priori the potential cost savings associated with a proposed
merger or acquisition. Toward that end, and, for definiteness, we envision a firm as
a network of economic activities consisting of manufacturing, which is conducted
at the firm’s plants or manufacturing facilities; distribution, which occurs between
the manufacturing plants and the distribution centers, which store the product; and
the ultimate distribution of the product to the retailers. Associated with each such
economic activity is a link in the network with a total associated cost that depends
on the flow of the product on the link. The links, be they manufacturing, shipment,
or storage links have capacities on the flows. We assume, as given, the demand for
the product at each retailer. We relax this assumption when we formulate mergers
among oligopolistic firms in Chapter 11.

Of course, in other network economic settings, the “manufacturers” may corre-
spond to producers of services, knowledge, etc., as appropriate, and the nodes and
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links that abstract the firms and their activities would be re(defined) accordingly as
would the link costs and network flows.

In this chapter, the use of a system-optimization perspective enables the modeling
of the economic activities associated with a firm as a network and hence the eval-
uation of the strategic advantages, often referred to as synergy, due to mergers (or
acquisitions), in a network format. However, unlike the classical system-optimization
formulation, which was originally proposed in the context of transportation networks,
here we explicitly consider capacities on the links of the networks. As noted by Soylu
et al. (2006) more and more companies now realize the strategic importance of con-
trolling the supply chain as a whole (see Brown et al. (2001) for a specific corporate
example). Min and Zhou (2002) emphasized the need to analyze the synergy ob-
tained through both interfunctional and interorganizational integration. Hakkinen et
al. (2004) further described the integration of logistics after M&As with a review of
the literature and concluded that operational issues, in general, and logistics issues,
in particular, have received insufficient attention [see also Herd, Saksena, and Steger
(2005)].

This chapter is organized as follows. In Section 8.2, we develop the system-
optimization models, which are nonlinear programming problems with network
structure, faced by the two firms whose merger we wish to evaluate. We focus
here on horizontal mergers. We present both the pre-merger optimization prob-
lem, which we refer to as the baseline case, or Case 0, and the system-optimization
problems associated with three distinct horizontal mergers:

Case 1: the firms merge, and retailers associated with either original firm can now,
in principle, be supplied the product produced at any manufacturing plant but still
use their original distribution centers,

Case 2: the firms merge, and the retailers can now obtain the product from any
distribution center but the original firms’ manufacturing plants deal with their original
distribution centers,

Case 3: the firms merge, and the retailers can, in principle, now obtain the prod-
uct produced at any of the manufacturing facilities and distributed by any of the
distribution centers.

We represent the underlying associated networks before and after the mergers and
demonstrate that the solution of all the associated system-optimization problems can
be obtained by solving a variational inequality problem, with a structure that can be
easily exploited for computational purposes. Notably, our framework incorporates
manufacturing/production activities as well as distribution and storage activities both
before and after the merger (or acquisition). Of course, whether a manufacturing
plant or a distribution center is used before or after a merger depends on the optimal
solution.

In Section 8.3, we present a measure of strategic advantage, which allows one to
evaluate the gains, if any, associated with these horizontal mergers. In Section 8.4,
we provide a spectrum of examples, in which we compute the strategic advantage
associated with mergers in the case of many different scenarios. In Section 8.5, we
summarize the results in this chapter and present our conclusions.
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8.2 THE PRE- AND POST-HORIZONTAL MERGERS SUPPLY CHAIN
NETWORK MODELS

In this section, we develop the supply chain network models before and after the
horizontal mergers. We consider two firms, denoted by Firm A and Firm B. which
are integrated after the merger. We assume that each firm produces the same homo-
geneous product because the focus here is on horizontal mergers in the same industry.
The explicit horizontal mergers that we model and evaluate are

Case 1: Firms A and B merge and share manufacturing plants only,

Case 2: Firms A and B merge and share distributions centers only,

Case 3: Firms A and B merge and share manufacturing plants and distribution
centers.

As mentioned in Section 8.1, the formalism that we use is that of system-
optimization, by which each of the firms is assumed to own its manufacturing
facilities/plants and distribution centers, and each firm seeks to determine the op-
timal production of the product at each of its manufacturing plants and the optimal
quantities shipped to the distribution centers, where the product is stored and from
which it is shipped to the retail outlets. We assume that each firm seeks to minimize
the total costs associated with the production, storage and distribution activities, sub-
ject to the demand being satisfied at the retail outlets. Of course, an appropriate time
horizon for the merger is assumed.

In Section 8.2.1, we formulate the pre-merger system-optimization problem asso-
ciated with each of the firms individually and together before to the merger and we
consider this as the baseline case, Case 0. In Section 8.2.2, we formulate the three
post-merger models, corresponding to Case 1, Case 2, and Case 3, respectively.

8.2.1 The Pre-Merger Supply Chain Network Model(s)

The optimization problem faced by Firm A and Firm B is as follows. Each firm is
represented as a network of its economic activities, as depicted in Figure 8.1. Each
firm4; i = A, B, has n’y; manufacturing facilities/plants; n’, distribution centers, and
serves n retail outlets. Let G; = [N, £;] for i = A, B denote the graph consisting
of nodes and directed links representing the economic activities associated with each
firm i. Let G = [N, £°] = U;_4 g[N;, £;]. The links from the top-tiered nodes i
1 = A, B in each network in Figure 8.1 are connected to the manufacturing nodes of
the respective firm i, which are denoted, respectively, by: M/, ..., M:L,A - and these
links represent the manufacturing links.

The links from the manufacturing nodes, in turn, are connected to the distribution
center nodes of each firm ¢; i = A, B, which are denoted by Dj |,.... D}iq,i,r
These links correspond to the shipment links between the manufacturing plants
and the distribution centers where the product is stored. The links joining nodes

Dt ,,...,D,  withnodes Di,,..., D!, _fori = A, Bcorrespond to the storage
1,1 ny,1 1.2 nD,?
links. Finally, there are shipment links joining the nodes Dj ,,..., D), , fori =
. .

A, B with the retail outlet nodes: R},...,R’, foreach firm ¢ = A, B. Note that

R
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Firm A Firm B

Figure 8.1: Case 0: Firms A and B before the horizontal merger

each firm ¢ has its individual retail outlets where it sells the product, as depicted in
Figure §.1.

Assume that associated with each link (cf. Figure 8.1) of the network correspond-
ingtoeach firmi; i = A, B is atotal cost. We denote, without any loss in generality,
the links by a, b, etc., and the total cost on a link a by é,. The demands for the
product are assumed as given and are associated with each firm and retailer pair.
Let dRi« denote the demand for the product at retailer R associated with firm i;

i=A,B;k=1,...,n%. Let z, denote the nonnegative flow of the product on path
p joining (origin} node ¢ with a (destination) retailer node of firm i; i = A, B. Then
the following conservation of flow equations must hold for each firm ¢

dp, = Y wp, i=ABik=1...nj (8.1)

pe PO ;
Rk

where Pgl denotes the set of paths connecting (origin} node ¢ with (destination)
k

retail node Ri In other words, the demand for the product at each retail outlet
associated with each firm must be satisfied by the sum of the product flows from the
firm to that retail outlet. Note that a path consists of a sequence of links representing
the economic activities of manufacturing/production, distribution, storage, and final
shipment to the retailer.
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In addition, let f, denote the flow of the product on link a. Hence the following
conservation of flow equations must also hold

fa = Z l‘p(sapw Vp € PO’ (82)
pe Py

where 8., = 1 if link a is contained in path p and J,, = 0, otherwise, that is,
the (product) flow on a link is equal to the sum of the (product) path flows on
paths that contain that link. P denotes the set of all paths in Figure 8.1, that is,
PO — UimA Bik=1.... ,L%Pg,» . Because here we consider the two firms before any
merger the paths associatedkwith a given firm have no links in common with paths
of the other firm. This changes when the horizontal mergers occur, in which case
the sets of paths and the number of paths also change, as do the sets of links and the
number of links, as we demonstrate in Section 8.2.2.

Of course, the path flows must be nonnegative, that is
x, >0, Vpe P (8.3)

The total cost on a link, be it a manufacturing/production link, a shipment link,
or a storage link is assumed to be a function of the flow of the product on the link.
Hence we have

ba = Ca(fa). Vae L0 (8.4)

The total cost on each link is assumed to be convex, continuously differentiable, and
with a bounded third order partial derivative. The same is assumed to hold for all
links that are added post the merger. Such conditions will guarantee convergence of
the proposed algorithm.

There are positive capacities on the links with the capacity on link @ denoted by u,,
for all links @ € £°. This is very reasonable because the manufacturing plants, the
shipment links, and the distribution centers, which serve also as the storage facilities,
can be expected to have capacities, in practice.

The total cost associated with the economic activities of both firms before the
merger is minimized when the following system-optimization problem is solved

Minimize »  ¢a(fa) (8.5)

ae Lt

subject to: constraints (8.1) — (8.3) and
fo < uq, Vaell (8.6)

The solution of the above optimization problem will minimize the total costs
associated with each firm individually and both firms together because they are,
before the merger, independent and share no manufacturing facilities or distribution
facilities or retail outlets. Observe that this problem is, as is well-known in the
literature, a system-optimization problem (see also Section 2.3) but in capacitated
form. Under the above imposed assumptions, the optimization problem is a convex
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optimization problem. If we further assume that the feasible set underlying the
problem represented by the constraints (8.1) through (8.3) and (8.6) is non-empty,
then it follows from the standard theory of nonlinear programming (cf. Bazaraa,
Sherali, and Shetty (1993) and the appendix) that the optimal solution, denoted by
fr={f:},a € L£° exists. If the total cost functions (8.4) are strictly convex, then
this link flow solution is unique.

Let K° denote the feasible set: K° = {f|3z > 0, and (8.1) — (8.3), (8.6) hold},
and let f denote the vector of link flows and z the vector of path flows.

Associated with constraint (8.6) for each link a is the Lagrange multiplier J,, with
the optimal Lagrange multiplier denoted by 3. This term may be interpreted as the
price or value of an additional unit of capacity on link a for each a € £°.

The variational inequality formulation of the problem is given in Theorem 8.1.

Theorem 8.1: Variational Inequality Formulation of the Supply Chain Network
Pre-Integration Problem

The vector of link flows f* € K9 is an optimal solution to problem (8.5), subject
to (8.1) through (8.3) and (8.6), if and only if it satisfies the following variational
inequality problem with the vector of optimal nonnegative Lagrange multipliers 3*

) [M +ﬁ2} < (o= £+ S Tt — £2] % [ — 2] 20, ¥ €K

0
a€ Lo fa a€LlY

VB, > 0,Va € L0 (8.7)

Proof: See Bertsekas and Tsitsiklis (1989) and Nagurney (1999).

This variational inequality problem can be easily put into standard form (2.19).
Indeed, we define X = (f7', 37)T, where f and 3 are the vectors of, respectively,
link flows and Lagrange multipliers for links @ € £°. Also, the function F(X)
that enters the variational inequality problem (2.19) consists of the vector of terms
BC—(‘;J({”—) + B, for all links @ € £° and the vector of terms u, — f, for all links
a € L. The feasible set K in the standard variational inequality formulation is then
K={(f8)f €k®andj, >0,Va e L°}.

This variational inequality can be easily solved using the modified projection
method (also sometimes referred to as the extragradient method); refer to Section
2.4.3. The elegance of this computational procedure in the context of variational
inequality (8.7) lies in that it allows one to utilize algorithms for the solution of the
uncapacitated system-optimization problem (for which numerous algorithms exist in
the transportation science literature) with a straightforward update procedure at each
iteration to obtain the Lagrange multipliers. To solve the former problem we use in
Section 8.4 the well-known U-O equilibration algorithm (see Section 2.4.1.3) and
embed it in the modified projection method. Indeed, we will see that the variational
inequalities governing the supply chain networks post-mergers will also be of the
form (8.7) and hence amenable to solution via the modified projection method. The
modified projection method is guaranteed to converge to a solution of a variational
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inequality problem, provided that tiie function that enters the variational inequality
problem is monotone and Lipschitz continuous and that a solutionexists (cf. Theorem
2.12).

Once we have solved problem (8.7) we have the solution f* which minimizes the
total cost [cf. (8.5)] in the supply chain networks associated with the two firms. We
denote this total cost given by 3", . 00 ¢a(f2) as TC, and we use this total cost value
as a baseline from which to compute the strategic advantage or synergy, discussed in
Section 8.3, associated with horizontal mergers that we describe next.

8.2.2 The Horizontal Merger Supply Chain Network Models

In this section, we consider three post-merger cases. In Case 1, the firms merge
and retailers associated with either original firm can now get the product from any
manufacturing plant but still use their original distribution centers. In Case 2, the
firms merge and the retailers can obtain the product from any distribution center
but the manufacturers deal with their original distribution centers, and in Case 3,
the firms merge and the retailers can obtain the product produced at any of the
manufacturing facilities and distributed by any of the distribution centers. Case 1 is
depicted graphically in Figure 8.2; Case 2, in Figure 8.3; and Case 3, in Figure 8.4.

8221 Case 1 In Case 1, we add to the network G® depicted in Figure 8.1
a supersource node 0 and links joining node 0 to nodes i = A, B to reflect the
merger of the two firms. We also add new links joining each manufacturing node of
each firm with the distribution center nodes of the other firm, as depicted in Figure
8.2. We denote the new network topology in Figure 8.2 by G! = [N, £!] where
N1 =N®Unode0 and £! = L° U the additional links.

The total cost functions associated with the new links corresponding to the merger
are of the form (8.4). If one wishes to focus primarily on the operational aspects
of the merger, associated with the production, storage, and transportation/logistics
of the product, one may wish to assign zero costs to the links emanating from
the supersource node 0. On the other hand, if one wishes to include the costs
associated with combining other resources, including personnel, paying legal fees,
and integrating information technology, the total cost functions on the topmost links
in Figure 8.2 should reflect those costs.

Let x,, without loss of generality, now denote the flow of the product on path
p joining (origin) node O with a (destination) retailer node in Figure 8.2. Then the
following conservation of flow equations must hold

dp; = Z T, i=ABk=1,....n%, (8.8)
pEP;L
where P}%i denotes the set of paths connecting node 0 with retail node R:. Due to

k
the merger, the retail outlets can obtain the product from any manufacturer. The set
1 — 1
PP =VUizaBr=1..ni P
k
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Figure 8.2: Case 1 merger

In addition, as before, let f, denote the flow of the product on link . Hence the
following conservation of flow equations must be satisfied

fo=>_ 1pbup, Vpe Pl (8.9)
peP!

Of course, the path flows must be nonnegative, that is
T, >0, VYpeP. (8.10)

The optimization problem associated with this horizontal merger, which minimizes
the total cost of the network in Figure 8.2, is given by

Minimize Y ¢a(fa) (8.11)

a€L!

subject to: constraints (8.8) — (8.10) and
fa <uq, Vae Ll (8.12)

Clearly, the solution to this problem can also be obtained as a solution to a
variational inequality problem akin to (8.7), where a € £! and the vectors f, f*, z,
(3, and 3* have identical definitions, as before, but are redimensioned accordingly.
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Figure 8.3: Case 2 merger

The feasible set k¥ is replaced by the new feasible set ! = { f|dz > 0, and (8.8) —
(8.10) and (8.12) hold}. One can apply the modified projection problem to compute
the solution to the variational inequality problem governing Case 1, as well. The
optimal solution for Case 1 has an associated total cost given by > .~ ¢a(f5),
which we denote by TC'!, with f* corresponding to the optimal link flow solution to
this horizontal merger.

8.2.2.2 Case2 We now formulate the merger associated with Case 2 in which
Firms A and B merge and the retailers can obtain the product from any distribution
center but the manufacturers deal with their original distribution centers. Figure
8.3 depicts the network topology associated with this type of horizontal merger.
Specifically, to network G° depicted in Figure 8.1, we add a supersource node () and
links joining node 0 with nodes i = A, B to reflect the merger (as we did for Case
1). Also, we add links connecting the distribution centers of each firm to the (other)
retailers. The network underlying this merger is G? = [N?, £?], where N2 = N1,
Associated with the new links are total cost functions as in (8.4).

Let 2, now denote the flow of the product on path p joining (origin) node 0 with a
(destination) retailer node as in Figure 8.3. Then the following conservation of flow
equations must hold

dpy = Y xp i=ABik=1.. nk (8.13)

2
pGPRZ
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where Pﬁi denotes the set of paths connecting node 0 with retail node R: in Figure

k
8.3. Due to the merger, the retail outlets can, in effect, now obtain the product from
any manufacturer and any distributor. The set P2 = U,_ 4 g.x—; ni Pé,- .
In addition, as before, let f, denote the flow of the product on link a. Hence we
must now have the following conservation of flow equations satisfied

fa= ) Zy0ap, Vpe P2 (8.14)
pe P?

Of course, the path flows must be nonnegative, that is
r, >0, Vpe P2 (8.15)

The optimization problem associated with this horizontal merger is given by

Minimize Y  ¢u(fa) (8.16)

a€L?

subject to: constraints (8.13) — (8.15) and
fo < ua, Vae L2 (8.17)

The solution to this problem can also be obtained as a solution to a variational
inequality problem akin to (8.7), where a € L2, and the vectors: f. f*, x, 3,
and 3* have the same definitions, as before, but are redimensioned accordingly.
Instead of the feasible set X' we now have the new feasible set K2 = {f|3r >
0, and (8.13) — (8.15) and (8.17) hold}. One can also apply the modified projection
problem to compute the solution to the variational inequality problem governing
Case 2. The total cost T'C?, which is the value of the objective function (8.16) at its
optimal solution f*, is equal to ). »2 ¢a(f).

8.2.2.3 Case3 We now formulate the merger associated with Case 3 in which
Firms A and B merge and the retailers can obtain the product from any manufacturer
and shipped from any distribution center. Figure 8.4 depicts the network topology
associated with this type of horizontal merger. Specifically, we retain the nodes and
links associated with network G! depicted in Figure 8.2 but now the additional links
connecting the distribution centers of each firm to the retailers of the other are added.
We refer to the network underlying this merger as G2 = [N/, £3] where N2 = A1,

Let z,, without loss of generality, denote the flow of the product on path p joining
(origin) node 0 with a (destination) retailer node as in Figure 8.4. Then the following
conservation of flow equations must hold

dp, = Z x,, i=ABk=1,...,n% (8.18)

3
pE PR;\

where Pgi denotes the set of paths connecting node 0 with retail node R: in Figure
k
8.4. The set of paths P° = U;_ 4 pip—1....ns Pphi -
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Figure 8.4: Case 3 merger

In addition, as before, let f, denote the flow of the product on link a. Hence the
following conservation of flow equations must now be satisfied

fo = Z Lp0ap, Vp € P3, (8.19)
peP3

These path flows must also be nonnegative since they represent products, that is
r, >0, Vpe P> (8.20)

The optimization problem associated with this horizontal merger, which minimizes
the total cost of the network in Figure 8.4, is

Minimize Y ¢o(fa) (8.21)

acl’

subject to: constraints (8.18) — (8.20) and
fo <Uuq, VaeLP (8.22)

The solution to this problem can also be obtained as a solution to a variational
inequality problem akin to (8.7), where a € £3, and the variable and solution vectors
are as defined before but with expanded dimensions. Finally, instead of X! we now
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have K3 = {f|3z > 0, and (8.18) — (8.20) and (8.22) hold}. One can also apply
the modified projection problem to compute the solution to the variational inequality
problem governing Case 3. The total cost TC?, which is the value of the objective
function (8.21) evaluated at its optimal solution f*, is equal to Zaecs Co(f2). In
the next section, we discuss how we use the total costs: TCY, TC!., TC?, and
TC3, to determine the strategic advantage (or synergy) associated with the respective
horizontal mergers associated with Cases 1, 2, and 3.

8.3 MEASURING THE STRATEGIC ADVANTAGE ASSOCIATED WITH
HORIZONTAL MERGERS

In this section, we provide a measure for quantifying the strategic advantage or
synergy associated with horizontal mergers. The synergy measure that we utilize to
capture the gains, if any, associated with a horizontal merger Case 7; ¢ = 1,2, 3 and
denoted by S%; i = 1,2, 3is as follows

0 _ i
S [TC TC

e } x 100%, (8.23)

where T'C"® is the total cost associated with the value of the objective function
Y acci Calfa) fori = 0,1,2,3 evaluated at the optimal solution for Case i. Note
that §*; ¢ = 1, 2, 3 may also be interpreted as synergy.

In the case of simple, stylized examples one may be able to derive explicit formulae
for §°. For example, if both Firms A and B pre-merger have a single manufacturing
plant, a single distribution center, and a single retailer, and identical demands at the
retailers, given by d, and assuming that the total costs on each link a € £ are given
by éa(fa) = gf* + hf,, with g > 0 and h > 0, and the capacities on the links
are not less than the demand d then it is straightforward to determine (cf. Figure
8.1) that: TC® = 8[gd? + hd]. Assume now that new links are added to construct
Case 1, Case 2, and Case 3 accordingly, where we assume that the total costs on
the new links are all identically equal to zero and their capacities are greater than or
equal to the demand d. Then, since the addition of the new zero cost links creates
new paths and new S-O flow solutions, we obtain TC* = TC? = 6[gd* + hd] and
TC? = 4[gd? + hd). 1t follows that

S'=82=25%, S*=50%.

A slightly more general case would be as above but assume now that the manu-
facturing link, denoted by a € L9, of either firm has an identical cost of the form
9af? + hafa; the first shipment link b of either firm has a total cost of the form
b f,? + hs fp; the storage link, denoted, for simplicity, by ¢, of either firm has a total
cost of the form g, ff + h.f., and, finally, the total cost associated with each bottom
shipment link has a total cost given by g4 fg + hgfq. where we assume that g, g,
ge, and gg > 0 and kg, he, B, and hg > 0. Then, one can easily derive the following
total cost formulae from which the strategic advantages can be determined according
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to (8.23), assuming that, as discussed earlier, the total costs associated with the new
links associated with the respective mergers are all identically equal to zero

TC® = 2[god? + hod] + 2[gsd? + hpd] + 2[ged* + hed] + 2[gad® + had),

TC' = 2[gad® + hod] + 2[ged? + hed)] + 2[gad® + hqd),
TC? = 2[g,d? + had) + 2[gsd® + hod] + 2[ged® + hed),
TC? = 2[gad® + hod] + 2[g.d? + hed)].

8.4 NUMERICAL EXAMPLES

In this section, we present five numerical examples for which we compute the strategic
advantage measure as in (8.23) for the different cases.

We consider Firm A and Firm B, each of which has two manufacturing plants:
M} and MSE; i = A, B. In addition, each firm has a single distribution center to
which the product is shipped from the manufacturing plants and stored. Finally,
once stored, the product is shipped to the two retailers associated with each firm and
denoted by RY and R} for i = A, B. A graphical depiction of the supply chain
networks associated with the two firms pre-merger and representing Case (} is given
in Figure 8.5. Figure 8.6 depicts the Case 1 horizontal merger; Figure 8.7 depicts
the Case 2 horizontal merger, and Figure 8.8 depicts the Case 3 horizontal merger of
these two firms.

We used the modified projection method, embedded with the equilibration algo-
rithm, as discussed in Section 8.2, to compute the solutions to the problems. We
implemented the algorithm in Fortran and used a Unix system at the University of
Massachusetts for the computations. The algorithm was considered to have con-
verged to the solution when the path flows at the particular and preceding iteration
differed by no more than ¢ = 1075 and the same held for the Lagrange multipliers.

In Table 8.1, we define the links on the various networks, and the total link
cost functions associated with the various supply chain activities of manufacturing,
shipping/distribution, and storage. The merger links (emanating from node () are
assumed to have associated total costs of zero.

The capacities on all the links in all the examples [see (8.6), (8.12), (8.17), and
(8.22)] were set to 15 for all the links. The demands at the retailers, except when
noted, were dR{x =5, dRéa =5, and dR{z =5, dRQB = 5.

Example 8.1

Example 8.1 served as the baseline example. The total cost functions for the links
are reported in Table 8.1 with the total costs associated with the optimal solutions of
each of the three merger cases given in Table 8.2. Note that the strategic advantage
or synergy approximately doubled when retailers could obtain the product from any
manufacturer and from any distribution center (Case 3) relative to Cases 1 and 2,
rising from 7.5% to 15.1%.
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Figure 8.6: Case 1 Network topology for the numerical examples
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Figure 8.8: Case 3 Network topology for the numerical examples
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Table 8.1: Definition of links and associated total cost functions for the
numerical examples

Link | From To Example Example Examples Example
a Node | Node 8.1 8.2 8.3,84 8.5
1 A | MP ] fi+2f | ff+2h Sft+fi | Bfi+ A
2 A TM | f+2f | fi+2f | Bfi+f | B5fi+ 1
3 | ME DY | f2+2fs | fi+2fs f3+2f f3+2fs
4 M7 | DR fi+efs | fi+2fa | fid2fs | Fi+2fa
5 Di, | DY, Z+2fs 5f5+ fs 5f+ fs 555 + fs
6 Di, | R{ fé +2fs fé +2fs fé + 2fe fé +2f
7 D71"2 R3 72+2f7 f21+2f, f242f; f72+2f7
8 B My | fi+2fs fi +2fs fi+2fs fi +2fs
9 B M7 [ fS+2f f3+2f f3 +2f fs +2f
10 MP DE] flo+2fi0 | Flo+2fi0 | flo+2fi0 | fio+2fw0
11 | M7 [ DY L fh42fu [ fm+2f | fM+2fn | fi+2fu
12 | DP, | DYs | fha+2fie | Bfha+fi2 | 5+ fu | Bfii+/u
13 | DY, | RY | fa+2fis | fla+2fis | fia+2fis | fla+2hs
14 | DP; [ RY | fli+2fu [ Fa+2fis | fa+2fs | fla+2fu
15 | M | DU | fs+2hs | fis+2fis | fis +2f15 -00
16 | My [ DY | fls+2f16 | fis +2fi6 | fie + 2fi -00
17 | M7 | DYy | fin+2h0 | fir+ 200 | fi A 26 .00
18 | My | Diy | fis+2fis | fls+2fis | fis + 2/ix .00
19 D?Lz RY | flo+2fi0 | fla+2f10 | fis+2f10 .00
20 Di, R7 | fio+2f0 | fio+2fa0 | fio+2f .00
2l | DS, | Ry | fa+2fa | fir+2fa | A +2/n .00
22 | DP, | Ry | foa+2fe | foa+2fe | f3+2f2 .00
23 0 A .00 .00 .00 .00
24 0 B .00 .00 .00 .00
Example 8.2

Example 8.2 was constructed from Example 8.1 as follows. The demands were
the same as in Example 8.1, as were the capacities and total cost functions for all
links, except for the total cost functions associated with the storage links, link 5
and link 12, representing the total costs associated with storing the product at the
distribution centers associated with Firm A and Firm B, respectively. Rather than
having these total costs be given by ¢5(f5) = f2 + 2f5 and é12(f12) = fi2 + 2f12
as they were in Example 8.1, they were now reduced to é5(fs) = .5f2 + f5 and
é12(f12) = .5f12 + f12, as reported in Table 8.1. The strategic advantage or synergy
associated with all three horizontal mergers now increased, as reported in Table 8.2.

Example 8.3

Example 8.3 was constructed from Example 8.2 and had the same data except that
now we reduced the total cost associated with the manufacturing plants belonging
to Firm A as given in Table 8.1. Specifically, we changed é,(f1) = fZ + 2f; and
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Table 8.2: Total costs and synergy of the different merger
cases for the numerical examples

Example 8.1 8.2 8.3 8.4 8.5
TC" 660.00 | 540.00 | 505.00 | 766.25 | 766.25
TCT 610.00 | 490.00 | 447.80 | 687.92 | 573.80

St 75% | 9.2% | 11.3% | 10.2% | 26.5%
TC? 610.00 | 490.00 | 447.80 | 675.60 | 549.73
S? 7.5% 92% | 11.3% | 13.3% | 28.2%
TC? 560.00 | 432.00 | 389.80 | 581.30 | 320.20
S 151% | 20% | 20.8% | 24.1% | 57.5%

é2(f2) = fa+2fato: é1(f1) = .5f% + f1 and é2(f2) = .5f2 + fo. The computed
synergy or strategic advantage for each of the three horizontal mergers is given in
Table 8.2. These values were greater than the respective ones for Example 8.2,
although not substantially so.

Example 8.4

Example 8.4 was identical to Example 8.3 except that now the demand d RA T 10,
that is, the demand for the product doubled at the first retailer associated with Firm
A. The total costs and the strategic advantages for the different horizontal merger
cases are given in Table 8.2. Note that now the synergies associated with Case 1 and
Case 2 mergers were lower than those obtained for Example 8.3, suggesting that if
the manufacturing costs of one plant are much higher than the other than these types
of mergers are not as beneficial. However, the Case 3 merger yielded a strategic
advantage of 24.1%, which was higher than that obtained for this case in Example
8.3.

Example 8.5

Example 8.5 was constructed from Example 8.4, and here we considered an idealized
version in that the total cost functions (cf. Table 8.1) associated with shipment links
that are added after the respective horizontal mergers are all equal to zero. The
strategic advantages or synergies were now quite significant, as Table 8.2 reveals.
Indeed, the strategic advantage for Case 3 was 57.5%. This example demonstrates
that significant cost reductions can occur in mergers in which the costs associated with
distribution between the associated manufacturing plants and distribution centers and
the distribution centers and retailers are very low.

8.5 SUMMARY AND CONCLUSIONS

In this chapter, we presented a novel system-optimization approach for the represen-
tation of economic activities associated with supply chain networks, in particular,
manufacturing, distribution, and storage, which we then used to quantify the strate-
gic advantages or gains, if any, associated with the integration of supply chain
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networks through the horizontal merger of firms. However, unlike the classical
system-optimization model, which we recalled in Chapter 2, here we presented a
model with capacities on the links to represent the capacities associated with manu-
facturing plants, shipment/distribution routes, and storage facilities. A given firm’s
economic activities may be cast into this network economic form with total costs
associated with the links and the demands at the retailers assumed known and given,
A particular firm was assumed to be interested in determining its optimal production
quantity of the product, the amounts to be shipped to its distribution centers, where
the product is stored and then shipped to the retailers, to satisfy the demand and to
minimize the total associated costs.

We established that the system-optimization model with capacities could be for-
mulated and solved as a variational inequality problem. We then used this framework
to explore the strategic advantages that could be obtained from the integration of sup-
ply chain networks through distinct horizontal mergers of two firms and we identified
three distinct cases of horizontal mergers. In particular, we presented a measure
for strategic advantage or synergy and then computed the strategic advantage for
different cases of horizontal mergers for five numerical examples. In addition, in the
case of certain supply chain networks with special structure, we were able to obtain
explicit formulae for the total costs associated with different horizontal mergers and
the associated strategic advantages.

The novelty of the framework lies in the graphical depiction of distinct types of
mergers, with a focus on the involved firms’ supply chain networks, and the efficient
and effective computation of the total costs before and after the mergers, coupled with
the determination of the associated strategic advantage or synergy of the particular
merger. One can, within this framework, conduct sensitivity analyses to evaluate the
synergy in the case of ranges of demand, ranges of total cost functions on the new
links, etc. To capture the availability of different modes for transportation/shipment
within this framework one only needs to add the additional corresponding links to
the supply chain network model(s).

8.6 SOURCES AND NOTES

Some of the history of the evolution of network models for firms and numerous
network-based economic models can be found in the books by Nagurney (1999,
2003, 2006a), and Nagurney and Dong (2002a). Notably, a variety of supply chain
network equilibrium models, initiated by Nagurney, Dong, and Zhang (2002), have
been developed that focus on competition among decision-makers (such as manufac-
turers, distributors, and retailers) at a tier of the supply chain but with cooperation
between tiers. The relationships of such supply chain network equilibrium problems
to transportation network equilibrium problems, which are characterized by user-
optimizing behavior, have also been established [cf. Nagurney (2006b)]. Zhang,
Dong, and Nagurney (2003) and Zhang (2006), in turn, modeled competition among
supply chains in a supply chain economy context. See Nagurney (2006a) for a
spectrum of supply chain network equilibrium models and applications.
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Synergy in supply chains has been considered based on mixed integer linear pro-
gramming models by Soylu et al. (2006), who focused on energy systems, and
by Xu (2007), who developed multiperiod supply chain planning models with an
emphasis on the distribution aspects, and investigated market regions, distribution
configurations, as well as product characteristics and planning horizons. Juga (1996)
earlier considered network synergy in logistics with a specific case study but did
not present any mathematical models. Nijkamp and Reggiani (1998), in turn, in-
vestigated network synergies with links as productive factors. Gupta and Gerchak
(2002) presented a model to capture operational efficiency and focused on produc-
tion efficiency associated with mergers and acquisitions whereas Alptekinoglu and
Tang (2005), subsequently, focused on distributionefficiency associated with mergers
and acquisitions. The latter authors also established that their model was a convex
nonlinear programming problem.

This chapter is based on the paper by Nagurney (2009), which introduced a
system-optimization perspective for supply chain network integration in the context
of horizontal mergers. However, in this chapter, we no longer assume that the
total cost functions associated with the top-most merger links emanating from the
supersource node 0 are zero. In this chapter, for definiteness, we focused on the
mergers of two firms. The network formalism in this chapter can easily handle the
merger of two or more firms from a subset of a finite number of firms. One would
only need to identify the network structure of each firm as in Figure 8.1, for all the
firms, and then construct the networks for the specific mergers with the inclusion
of additional supersource node(s) and links. The feasible sets would be redefined
accordingly. In Chapter |1, we consider such mergers, but in the case of competitive
markets in the form of oligopolies. In those models, the firms supply, before and after
the mergers, the same demand markets and the prices of the product at the demand
markets are elastic since the demands are no longer fixed, but, rather, the consumers
respond to the price of the product at the particular demand market.

Of course, the system-optimization model for supply chain networks presented in
Section 8.2.1 is, in itself, of interest. For example, by formulating and studying the
supply chain network of a firm at the level of detail of all the associated economic
activities, one can determine the optimal product path flows, the corresponding link
flows, and the incurred minimal total cost. Such a model can provide the foundation
for the determination of the effects on total costs of, for example, the addition (or
deletion) of a manufacturing plant, the addition (or deletion) of a distribution center,
and so on. Furthermore, one can determine the effects of a decrease (or an increase)
in link capacity on the associated product flows and the total costs. One can also
evaluate, within this context, the robustness of a supply chain network design from
a system-optimization perspective. In the transportation network applications in
Chapter 4 we studied transportation networks from alternative robustness points of
view, and in the case of link cost functions in which the capacities were explicitly
stated. Here, in contrast, the capacities are not incorporated into the link cost
functions, but, rather, are imposed on the link flows through the upper bounding
constraints. Nevertheless, the robustness of a particular supply chain network design
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can be determined by considering uniform reductions in the link capacities, as was
discussed in Chapter 3, under the assumption, that there is still a feasible solution.

The reader may have noticed the similarity between the two measures defined by
(3.10b) and (8.23), respectively. Basically, both measures quantify the relative total
cost difference. However, (3.10b) quantifies the relative total cost increase under a
uniform capacity reduction ratio -y, whereas with (8.23), we examine the relative total
cost savings for a specific merger case.

Finally, we emphasize that the network models presented in this chapter can be
easily adapted and transferred to mergers and acquisitions in industries in which there
are no overt supply chain networks. For example, by constructing the underlying
network structure of firms in transportation (airlines, railways, etc.) or in telecom-
munications, before and after a proposed synergy, along with the associated total
cost functions and expected demands for the services provided, one can compute the
associated synergies of the M&As using the relevant formula (8.23). In addition, one
can apply the ideas to the case of services, such as financial services.

In the next chapter, we consider possible environmental impacts associated with
supply chain network integration and we extend the results in this chapter to capture
generalized total costs.
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CHAPTER 9

ENVIRONMENTAL AND COST
SYNERGY IN NETWORK INTEGRATION

9.1 INTRODUCTION

In Chapter 4, Section 4.4, we focused on environmental emissions of vehicular traffic
and proposed environmental impact indices for transportation networks under either
U-O or S-O behavior. In this chapter, we build on Chapter 8, and we demonstrate
how environmental criteria can be incorporated into a S-O modeling framework for
assessing both cost and environmental synergies of network integration. Indeed, it
is now well-recognized that pollution has major adverse consequences, including
global warming, acid rain, rising oceanic temperatures, smog, and the resulting
harmful effects on human health and wildlife. Hence the development of rigorous,
quantitative measures to assess the environmental impacts of potential mergers and
acquisitions of firms through network integration may yield deeper and broader
knowledge regarding both cost and environmental savings. Figure 9.1 summarizes
the percentage of total greenhouse gas emitted by economic sectors in the United
States. We can see that the electric power industry and transportation are the top two
sectors contributing to greenhouse gas emissions.

Firms are increasingly realizing the importance of their environmental impacts
and the return on the bottom line for those actions expended to reduce pollution
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Figure 9.1: U.S. greenhouse gas emissions allocated to economic sectors (Tg CO2
Eq. and percent of total in 2006) [Data Source: U.S. Environmental Protection
Agency (2008)]

[Hart and Ahuja (1996)]. For example, it has been noted that firms in the public eye
have not only met but, in some cases, exceeded the required environmental mandate
[Lyon (2003)]. In the United States, over 1,200 firms voluntarily participated in
the Environmental Protection Agency’s 33/50 program, agreeing to reduce certain
chemical emissions 50% by 1995 [Arora and Cason (1996)]. It has also been argued
that customers and suppliers may “punish” polluters in the marketplace that violate
environmental rules. As a consequence, polluters may face lower profits, also called
a “reputational penalty,” which may be manifested in a lower stock price for the
company [Klein and Leffler (1981), Klassen and McLaughlin (1996)]. Roper Starch
Worldwide (1997) noted that more than 75% of the public would switch to a brand
associated with the environment when price and quality were equal; and nearly 60%
of those questioned favored organizations that support the environment. It has also
been argued that sound environmental practices will reduce risk to the firm [Feldman,
Soyka, and Ameer (1997)].

Due to the visibility and the number of M&As that have been occurring, it is
important to understand and study the synergy results for managerial benefits from
an environmental standpoint. In the first 9 months of 2007 alone, according to
Thomson Financial, worldwide merger activity hit $3.6 trillion, surpassing the total
from all of 2006 [Wong (2007)]. Companies merge for various reasons, some of
which include such benefits as acquired technologies and greater economies of scale
that improve productivity or cut costs [Chatterjee (1986)]. Successful mergers can
add tremendous value; however, with a failure rate estimated to be between 74% and
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83% [Devero (2004)], it is worthwhiie to develop tools to better predict the associated
strategic gains, which include cost savings [Eccles, Lanes, and Wilson (1999)].

With the growing investment and industrialization in developing nations, it is
also important to evaluate the overall impact of merger activities at not only the
operational level but also as related to environmental impacts. There is enormous
potential for both developed and developing countries to adopt cleaner production,
given current technologies and the levels of private capital investments. For example,
between 1988 and 1995, multinational corporations invested nearly $422 billion
worth of new factories, supplies, and equipment in developing countries [World
Resources Institute (1998)]. Through globalization, firms of industrialized nations
can acquire those firms in developing nations that offer lower production costs;
however, quite possibly, combined with inferior environmental concerns. As a result
of the industrialization of developing countries, the actions taken today will greatly
influence the future scale of environmental and health problems.

Lambertini and Mantovani (2007) concluded that horizontal mergers result in the
reduction of negative externalities related to the environment. Moreover, according
to Stanwick and Stanwick (2002), if environmental issues are ignored the value of
the proposed merger can be greatly compromised.

There is virtually no literature to-date that discusses the relationship between
post-merger operational synergy and the effects on the environment and thus, ul-
timately, society. We attempt to address this issue from a quantitative perspective
in this chapter. This chapter develops a multicriteria decision-making optimization
framework in which each firm not only minimizes costs but also minimizes emis-
sions. Multicriteria decision-making has been recently much-explored as related
to the transportation network equilibrium problem. For example, Nagurney, Dong,
and Mokhtarian (2002a) include the weighting of travel time, travel cost, and the
emissions generated; see also Nagurney, Dong, and Mokhtarian (2002b, ¢). For
general references on transportation networks and multicriteria decision-making, see
Nagurney and Dong (2002a). Multicriteria decision-making within a supply chain
can assist in the production and delivery of products by focusing on factors such
as cost, quality, and lead times [Talluri and Baker (2002)]. Toward that end, Dong,
Zhang, and Nagurney (2002) proposed a supply chain network that included multicri-
teria decision-makers at each tier of the supply chain, specifically. the manufacturing
tier, the retailer tier, and the demand markets. Nagurney and Toyasaki (2003, 2005)
focused on environmental decision-making in supply chains, with the latter paper
developing a general multitiered framework for electronic recycling networks.

The proponents for a system view structure of the supply chain, which we use in
this chapter and which we also used in Chapter 8, include the fostering of relationships
and, possibly, enhanced coordination and management in order to achieve greater
consumer satisfaction, which is necessary to be competitive in the current economic
climate [Zsidisin and Siferd (2001)]. Sarkis (2003) demonstrated that environmental
supply chain management, also referred to as green supply chain management, is
necessary to address environmental concerns. As an illustrative example, the Ford
Motor Company demanded that all of its 5000 worldwide suppliers with manufactur-
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ing plants obtain a third-party certification of an environmental management system
(EMS) by 2003 [Rao (2002)].

This chapter is built on Chapter 8, but we extend the results therein to include
multicriteria decision-making and environmental concerns. In particular, here we an-
alyze the synergy effects associated with a merger in terms of the operational synergy,
that is, the reduction, if any, in the cost of production, storage, and distribution as
well as the environmental benefits in terms of the reduction of associated emissions
(if any). The framework developed in this chapter can be expected to be especially
useful and relevant in various types of manufacturing industries, including steel and
cement; in the food processing industry; in electric power and other energy-related
supply chains; and even in a variety of transportation sectors. In the case of the
airline industry, for example, one may conceive of the underlying networks before
the merger corresponding to different routes of a particular air carrier with associated
demands; with the expanded network corresponding to a particular merger and the
integration of routes. Similar analogies may be made to M&As associated with
package delivery companies as well as trucking companies.

This chapter is organized as follows: The pre-merger supply chain network model
is developed in Section 9.2. In Section 9.2 the horizontally merged (or acquired)
supply chain model is also constructed. The method of quantification of the syner-
gistic gains, if any, is provided in Section 9.3. In Section 9.4 we present numerical
examples. Section 9.5 summarizes the results.

By allowing for multicriteria decision-making in the context of mergers and acqui-
sitions and in the form of the integration of supply chain networks, we have laid the
foundation for the conceptualization and analysis of the integration of other network
systems. For example, another very important criterion in the new era of increasing
risk and uncertainty is that of risk minimization. The theoretical formalism in this
chapter can also easily capture risk, with an appropriate weight associated with the
criterion of risk minimization. The network concepts associated with M&As and
developed here can also be applied to financial services, including banks.

9.2 THE PRE- AND POST-MERGER SUPPLY CHAIN NETWORK
MODELS

This section develops the pre- and post-merger supply chain network models with
environmental concerns using a system-optimization approach. Each firm is assumed
to act as a multicriteria decision-maker so as to not only to minimize costs but also to
minimize the emissions generated. We formulate the pre-merger multicriteria supply
chain network model in Section 9.2.1 and the post-merger one in Section 9.2.2.

9.2.1 The Pre-Merger Supply Chain Network Model with
Environmental Concerns

We first formulate the pre-merger multicriteria decision-making optimization problem
faced by Firm A and Firm B, and refer to this model as Case 0. As in Chapter 8,
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we assume that each firm is represented as a network of its economic activities, as
depicted in Figure 8.1. Each firm produces a homogeneous product and the notation
follows closely that of Chapter 8.

As in Chapter 8, there is a total cost associated with each link (cf. Figure 8.1) of
the network corresponding to each firm i; i = A, B. We denote the links by a, b, etc.,
and the total cost on a link a by ¢,. The demands for the product are assumed as given
and are associated with each firm and retailer pair. Let d R denote the demand for
the product at retailer R} associated with firm i;i = A, B; k = 1,...,n%. A path
is defined as a sequence of links joining an origin node i = A, B with a destination
node R}\ Let x, denote the nonnegative flow of the product on path p. A path
consists of a sequence of economic activities comprising manufacturing, storage, and
distribution. The following conservation of flow equations must hold for each firm ¢

dp, = Z x,, i=ABk=1,...nk%, (9.1)
pEP}‘;,
i

where P}%i denotes the set of paths connecting (origin) node ¢ with (destination) retail
k

node R:.
Let f, denote the flow of the product on link a. We must also have the following
conservation of flow equations satisfied

fa=Y_ wpdap, V¥pe P, (9.2)

pepPY

where 6., = 1 if link a is contained in path p and 8,, = 0, otherwise. Here pPY
denotes the set of all paths in Figure 8.1, thatis, P® = U;_4 pu1,...ni, Ph: -
! k
The path flows must be nonnegative, that is

T, >0, Vpe P (9.3)

We group the path flows into the vector z and the link flows into the vector f.

The total cost on a link, be it a manufacturing link, a shipment/distribution link,
or a storage link is assumed to be a function of the flow of the product on the link, as
was assumed in Chapter 8. Hence we have

bo = talfa), Vae L. (9.4)

We assume that the total cost on each link is convex, continuously differentiable, and
has a bounded third order partial derivative.

As in Chapter 8, it is assumed that there are positive capacities on the links with
the capacity on link a denoted by u,, Ya € L°.

In addition, we assume, as given, emission functions for each economic link
a € LY, denoted by e,, where

eq = eq(fa), VaeL° (9.5)
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and e, is the total amount of emissicns generated by link a in processing an amount f,
of the product. We assume that the emission functions have the same properties as the
total cost functions (9.4). We now discuss the units for measurement of the emissions.
We propose the use of the carbon equivalent for emissions, which is commonly used
in environmental modeling and research [Nagurney (2000), Wu et al. (2006)] and
in practice as employed by the Kyoto Protocol [Reilly et al. (1999)] to aid in the
direct comparison of environmental impacts of differing pollutants. Emissions are
typically expressed in a common metric, specifically, in million metric tons of carbon
equivalent (MMTCE) [U.S. Environmental Protection Agency (2005)].

It is reasonable to assume that the amount of emissions generated is a function
of the flow on the associated economic link (see, e.g., Dhanda, Nagurney, and
Ramanujam (1999) and the references therein).

Because the firms, pre-merger, have no links in common (cf. Figure 8.1), their
individual cost minimization problems can be formulated jointly as follows

Minimize Y ¢a(fa) (9.6)

a€Ll

subject to: constraints (9.1) - (9.3) and
fo < Uq. Vae L' (9.7)

In addition, because we are considering multicriteria decision-making with en-
vironmental concerns, the minimization of emissions generated can, in turn, be
expressed as follows

Minimize Y eq(fa) (9.8)
acL"
subject to: constraints (9.1) - (9.3) and (9.7).

We can now construct a weighted total cost function or generalized cost function,
which we refer to as the generalized total cost [¢f. Fishburn (1970), Chankong and
Haimes (1983), Yu (1985), Keeney and Raiffa (1992), Nagurney and Dong (2002a)],
associated with the two criteria faced by each firm with the weight associated with
total cost minimization being set to, in effect, the price the firm is willing to pay per
unit of emission. Specifically, for notational convenience and simplicity, we define
nonnegative weights associated with the firms 7 = A, B and links a € £;, as follows
wio = 0if link ¢ ¢ £; and w;, = w;, otherwise, where w; is decided upon by
the decision-making authority of firm ¢. Consequently, the pre-merger multicriteria
decision-making problem can be expressed as

Minimize Z Z Ealfa) + winta(fa) (9.9)

acl" i=A.B

subject to: constraints (9.1) - (9.3) and (9.7).

Under the above imposed assumptions, the optimization problem is a convex
optimization problem. If we further assume that the feasible set underlying the
problem represented by the constraints (9.1) through (9.3) and (9.7) is non-empty,
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then it follows from the standard theory of nonlinear programming that an optimal
solution exists.

Let K® = {f|3z > 0. and (9.1) — (9.3)and (11.7) hold}. Also, associate the
Lagrange multiplier 3, with constraint (9.7) for link a and denote the associated
optimal Lagrange multiplier by 3}. As was the case in the model in Chapter 8. this
term may also be interpreted as the price or value of an additional unit of capacity on
link a. We now provide the variational inequality formulation of the problem.

Theorem 9.1: Variational Inequality Formulation of the Pre-Merger Multicri-
teria Decision-Making Supply Chain Network Problem

The vector of link flows f* € K% is an optimal solution to the pre-merger multicriteria
decision-making problem (9.9) if and only if it satisfies the following variational
inequality problem with the vector of optimal nonnegative Lagrange multipliers (3*

Z Z a(’gfu ma‘?a [fa fa + Z fa] >< ] >0,

ael%i=AB a€LY

Vfek® Vs, >0, vVae L0 (9.10)

Proof: See proof of Theorem 8.1.

It is interesting to compare variational inequality (9.10) with variational inequality
(8.7). Note that in (9.10) there is an additional term after the marginal total cost for
link a, which corresponds to the weighted marginal emissions on that link. One may
interpret the sum of these two marginal expressions as the marginal generalized cost
on the link. Observe that the feasible set X° in this section is identical to the one
underlying the pre-merger network model in Section 8.2.1 because the constraints
(but not the corresponding objective functions) are one and the same.

9.2.2 The Post-Merger Supply Chain Network Model with
Environmental Concerns

We now formulate the post-merger case. Because we are concerned only with the fuil
merger (referred to as Case 3 in Chapter 8), we, for simplicity, denote the full merger
case in this chapter as Case 1. Hence the manufacturing facilities produce the product
and then ship it to any distribution center. and the retailers can obtain the product
from any distribution center. Because the product is assumed to be homogeneous,
after the merger, the retail outlets are indifferent as to at which manufacturing plant
the product was produced. Figure 8.4 depicts the post-merger supply chain network
topology. Note that there is now a supersource node 0, which represents the merger
of the firms with additional links joining node O to nodes A and B3, respectively.
The post-merger optimization problem is concerned with total cost minimization
and the minimization of emissions. Specifically, we retain the nodes and links
associated with network GO depicted in Figure 8.1, but now we add the additional
links connecting the manufacturing plants of each firm and the distribution centers
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and the links connecting the distribution centers and the retailers of the other firm.
We refer to the network underlying this merger as G! = [A}, £!]. We associate total
cost functions as in (9.4) and emission functions as in (9.5) with the new links.

A path p now (cf. Figure 8.4) originates at the node 0 and is destined for one of
the bottom retail nodes. Let x, now in the post-merger network configuration given
in Figure 8.4 denote the flow of the product on path p joining (origin) node 0 with a
(destination) retailer node. Then the following conservation of flow equations must
hold

dp: = Z x,, i=ABik=1,...,n%, (9.11)
pEP}{\)i
i

where P}{i denotes the set of paths connecting node 0 with retail node R% in Figure
k
8.4. The set of paths P! = U;_ 4 p.k—1.. ni Ph

..... ny RL .
In addition, as before, we let f, denote the flow of the product on link . Hence

we must also have the following conservation of flow equations satisfied

fo= ) zpbap, Vpe P (9.12)
pE P}

Of course, we also have that the path flows must be nonnegative, that is
r, >0, Vpe P. (9.13)

As before, the links representing the manufacturing activities, the shipment, and
the storage activities possess nonnegative capacities, denoted as ug, Va € £!. This
can be expressed as

fo <, Vael (9.14)

Post-merger, the weight associated with the environmental emission cost mini-
mization criterion is denoted by «, and this weight is nonnegative. This is reason-
able since, unlike in the pre-merger case, the firms are now merged into a single
decision-making economic entity, and there is now a single weight associated with
the emissions generated.

Hence the following multicriteria decision-making optimization problem must
now be solved

Minimize Y [¢a(fa) +wea(fa)] (9.15)

acll!

subject to constraints: (9.11) - (9.14). Note that £! now represents all links in the
post-merger network belonging to Firm A and to Firm B.

There are distinct options for the weight w and we explore several in Section 9.4,
in concrete numerical examples. When the M&A is an environmentally hostile one,
then we may set w = (; when it is environmentally conscious, then w may be set to
a positive value; and so on, with w being a function of the firms’ pre-merger weights
also a possibility.

The solution to the post-merger multicriteria decision-making optimization prob-
lem (9.15) subject to constraints (9.11) through (9.14) can also be obtained as a


http://

THE PRE- AND POST-MERGER SUPPLY CHAIN NETWORK MODELS 221

solution to a variational inequality problem akin to (9.10), where a € £!, w is sub-
stituted for w;, and the vectors f, x, and /3 have identical definitions, as before, but
are redimensioned accordingly. Finally, instead of the feasible set X® we now have
K' = {f|3x > 0, and (9.11) — (9.14) hold}. We denote the solution to the varia-
tional inequality problem governing Case 1 by ( f*, 3*) because the context should
be clear. For completeness, we provide the variational inequality formulation of the
Case 1 problem. The proof is immediate.

Theorem 9.2: Variational Inequality Formulation of the Post-Merger Multicri-
teria Decision-Making Supply Chain Network Problem

The vector of link flows f* € K' is an optimal solution to the post-merger problem
if and only if it satisfies the following variational inequality problem with the vector
of optimal nonnegative Lagrange multipliers 3*

S Falfa) 4 (9¢alla) | gy g = i1 S e - f] x [Ba— 2] 20,
aeL! 0fa 0fe a€L!

Vfe K V3, >0,Vac L. (9.16)

The feasible set ! here is identical to the feasible set K3 in Section 8.2.2.3,
because the constraints underlying both problems are identical (but the objective
functions are distinct).

Both variational inequalities (9.10) and (9.16) can be put into standard variational
inequality form (see Chapter 2), where X = (f7,37)T and f is the vector of link
flows for the specific network problem with 3being the vector of Lagrange multipliers
associated with the link capacity constraints for the specific problem. The function

F(X) that enters the variational inequality problem for (9.10) consists of the vector

of the terms 665}{ 2 4 ay, aeg}f a) 1 3, for each link @ € £° and of the vector of

terms: u, — f, for each link a € £°. In the case of variational inequality (9.16),
F(X) consists of the vector of terms acg}f ) 4o 065]({ «J 4 3, foralla € £! and the
vector of the terms u, — f, for each link a € £!. The feasible set K is then defined
as K = {(f,B)suchthat f € K° 3, > 0,VYa € L°}. In the case of variational
inequality (9.16), the corresponding feasible set for the standard form variational
inequality is given by K = {(f, B) such that f € K", 3, > 0,Va € L}.

Due to the special structure of these feasible sets, which also arises in the feasible
sets for the network problems in Chapter 8, variational inequality problems (9.10) and
(9.16) can be easily solved by the modified projection method outlined in Chapter 2.
Indeed, in each of the two fundamental steps of the modified projection method, we
encounter a problem with network structure, which can be solved via “equilibration”
as described in Chapter 2, and a problem in the Lagrange multipliers, which can be
determined explicitly and in closed form at any given iteration since the multipliers
are constrained only to be nonnegative. The numerical examples in Section 9.4 were
solved by the modified projection method embedded with the equilibration algorithm
for the network subproblems.
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9.3 QUANTIFYING SYNERGY ASSOCIATED WITH ENVIRONMENTAL
CONCERNS

We define the total generalized cost TGCY associated with Case 0 as the value
of the objective function in (9.9) evaluated at its optimal solution f* and the total
generalized cost TG'C'? associated with Case 1 as the value of the objective function
in (9.15) evaluated at its optimal solution f*. These flow vectors we obtain from
the solutions of variational inequalities (9.10) and (9.16), respectively. In the next
section, we discuss how we use these two total generalized costs to determine the
strategic advantage or synergy associated with a M&A. In addition, we define TE?
as the total emissions generated under solution f* to the Case 0 problem, TE! as
the total emissions generated under solution f* to the Case 1 problem, and 7'C"® and
TC" the corresponding total costs.

The synergy associated with the total generalized costs that captures both the total
costs and the weighted/priced total emissions is denoted by ST and is defined as
follows o .

STGC — [TGC -TGC
TGCY

We can also measure the synergy by analyzing the total costs before and after the
merger, as was done in Chapter 8 and the changes in emissions. For example, the
synergy based on total costs, but not in a multicriteria decision-making context, which
we denote here by STC, can be calculated as the percentage difference between the
total cost before versus the total cost after the merger

] x 100%. (9.17)

= [~ x 100%. (9.18)

Formula (9.18) is analogous to S? in (8.23).
The environmental impacts related to the relationship between the pre- and post-
merger emission levels can also be calculated using a similar measure as that of the
total cost. Toward that end, we define the total emissions synergy, denoted by ST,

as
STE — TE® -TE!

= [ x 100%. (9.19)

9.4 NUMERICAL EXAMPLES

In this section, we present numerical examples in which we use the synergy measures
defined in Section 9.3. We consider Firm A and Firm B, as depicted in Figure 8.5,
for the pre-merger case. Each firm owns and operates two manufacturing plants, M}
and M:, and one distribution center and provides the product to meet demand at two
retail markets R} and R} fori = A, B. Figure 9.2 depicts the post-merger supply
chain network. The total cost functions were ¢,(f,) = f2 + 2f, for all links a pre-
and post-merger in all the numerical examples, except for the links post-merger that
join the node 0 with nodes A and B. These merger links had associated total costs
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Figure 9.2: Post-merger supply chain network topology for the numerical examples

equal to 0. The links and the associated emission functions for all the examples
are given in Table 9.1. The solutions to the numerical examples are given in Table
9.2 for the pre-merger case and in Table 9.3 for the post-merger case. The synergy
calculations are presented in Table 9.4.

These numerical examples were solved using the modified projection method
embedded with the equilibration algorithm, as discussed in Section 8.4. The same
codes may be used as developed for the Case (0 and Case 3 models in Chapter 8,
because only the data inputs need to be adapted to reflect the generalized total costs
that include multicriteria decision-making associated with environmental concerns.
We implemented the modified projection method (and the embedded equilibration
algorithm) in Fortran and used a Unix system at the University of Massachusetts for
the computations. The algorithm was considered to have converged to the solution
when the path flows at the particular and preceding iteration differed by no more than
€ = 1075 and the same held for the Lagrange multipliers.

Example 9.1

The demands at the retailers for Firm A and Firm B were set to 5 and the capacity on
each link was set to 15 both before and after the merger. The weights w;, = w; were
setto 1 for both firms ¢ = A, B and for all links « € £°. The pre-merger solution f*
for both firms had all components equal to 5 for all links, except for the storage links,
which had flows of 10. The associated /3* had all components equal to () because the
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Table 9.1: The link emission functions for the numer-
ical examples

Link a | From Node | To Node | Ex. 9.1,9.2: ea(fa)
1 A M 10f1
2 A M§ 102
3 M D, 10f3
4 MG DY, 104
5 Di, Di, 10f5
6 Dy, R{ 10fe
7 D, Ry 10f7
8 B MP 10fs
9 B MFP 10fs
10 MP DP, 10f10
11 M7 D7) 1011
12 DE, DE, 10f12
13 DP, RP? 10f13
14 DB, RY 10f14
15 M DY, 10f15
16 M3 DE, 10116
17 MP D 10f17
18 M2 D, 10f18
19 Di, Ry 10f19
20 D{, RP 10 f20
21 D, R{ 10f21
22 D%, R 10 fa2
23 0 A .00
24 0 B 00

flow on any particular link did not meet capacity. The total cost was 660.00, the total
emissions generated were 800.00 and the total generalized cost was 1460.00.

Post-merger, for each firm, the cost and emission functions were again set to
ta(fa) = f2 4 2f, and e,(f.) = 10f,, respectively, including those links formed
post-merger. The demand at each retail market was kept at 5 and the capacity of each
link, including those formed post-merger, was set to 15. The weight w, post-merger,
was set to 1. The solution is as follows (see also Table 9.3). For both firms, the
manufacturing link flows were 5; 2.5 was the shipment between each manufacturer
and distribution center, 10 was the flow representing storage at each distribution
center, and 2.5 was the flow from each distribution/storage center to each demand
market. The vector of optimal multipliers 3* post-merger, had all its components
equal to .00. The total cost was 560.00, the total emissions generated were 800.00,
and the total generalized cost was 1360.00. There were total cost synergistic gains,
specifically, ST¢ = 15.15%, yet no environmental gains, because S7¥ = .00%. In
addition, the total generalized cost synergy was S7¢¢ = 6.85%.
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Table 9.2: Pre-merger solutions to the numerical

examples

Link a | From Node | ToNode | Ex. 9.1 -9.2: f
1 A M 5.00
2 A M§ 5.00
3 M D7) 5.00
4 M3 DY 5.00
5 Dy, D1, 10.00
6 Di, R{ 5.00
7 D, RZ 5.00
8 B MP 5.00
9 B MPF 5.00
10 M7 DY, 5.00
11 MFP DY, 5.00
12 D7, Dy, 10.00
13 DE, RP 5.00
14 DF, RE 5.00

Example 9.2
Example 9.2 was constructed from Example 9.1 but with the following modifications.
Pre-merger, we assumed that Firm A is environmentally conscious, that is w4, = 1
for all links a associated with Firm A; Firm B does not display any concern for the
environment, that is, wg, = 0 for all its links. In addition, we now assumed that the
merger was hostile, with Firm A as the dominant firm, that is, Firm A imposes its
environmental concern on Firm B. We assumed that, post-merger, w = 1. The pre-
merger optimal flows are the same as in Example 9.1. The total cost was 660.00, the
total emissions generated were 800.00, and the total generalized cost was 1060.00.
The post-merger results were as follows. The total cost was 560.00, the total
emissions generated were 800.00, and the total generalized cost was 1360.00. The
synergy results were: 15.15% for the total cost; .00% for the total emissions, and
—28.30% for the total generalized cost. When the dominant firm in the proposed
merger was more concerned with the environmental impacts, the overall total gener-
alized cost synergy was the lowest. This example illustrates the importance of not
only demonstrating concern for the environment but also to take action to reduce the
emission functions.

9.4.1 Additional Examples

To explore the impacts of improved technologies associated with distribution we
constructed the following variants of the above numerical examples. We assumed
that the pre-merger data were as in Examples 9.1 through 9.2 as were the post-merger
data except that we assumed that the emission functions associated with the new
“merger” links were all identically equal to zero. The post-merger link flow solutions
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Table 9.3: Post-merger so-
lutions to the numerical ex-

amples
Link a | Ex. 9.1-9.2: f
1 5.00
2 5.00
3 2.50
4 2.50
5 10.00
6 2.50
7 2.50
8 5.00
9 5.00
10 2.50
11 2.50
12 10.00
13 2.50
14 2.50
15 2.50
16 2.50
17 2.50
18 2.50
19 2.50
20 2.50
21 2.50
22 2.50
23 10.00
24 10.00

are given in Table 9.5 and the synergy computations in Table 9.6 for these additional
examples, which are labeled as Examples 9.1b and 9.2b, respectively.

The synergies computed for Examples 9.1b through 9.2b suggest an inverse re-
lationship between total cost synergy and emission synergy. It is also interesting to
compare the results for Example 9.1b and Example 9.2b in Table 9.6. Despite the fact
that they both have identical total cost and total emission synergies, their respective
total generalized cost synergies are, nevertheless, distinct. This can be attributed to
the difference in concern for the environment pre- and post-merger.

9.5 SUMMARY AND CONCLUDING REMARKS

In this chapter, we presented a multicriteria decision-making framework to evaluate
the environmental impacts associated with mergers and acquisitions. The framework
is based on a supply chain network perspective, in a system-optimization context,
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SUMMARY AND CONCLUDING REMARKS

numerical examples

Example 9.1 9.2
TCT 660.00 660.00
TC! 560.00 560.00
STC 15.15% | 15.15%
TE® 800.00 800.00
TE?! 800.00 800.00
STE .00% .00%

TGCY | 1460.00 | 1060.00
TGC' | 1360.00 | 1360.00
STeC 6.85% | —28.30%

Table 9.5: Post-merger solu-
tions to additional numerical

examples
Linka | Ex. 9.1b. Ex. 9.2b: [
i 5.00
2 5.00
3 00
7 00
5 10.00
6 00
7 00
] 5.00
9 5.00
10 00
11 00
12 10.00
13 00
14 00
15 5.00
16 5.00
17 5.00
18 5.00
19 5.00
20 5.00
21 5.00
22 5.00
23 10.00
24 10.00

227

that captures the economic activities of a firm such as manufacturing/production,
storage, as well as distribution. We presented the pre-merger and the post-merger
network models, derived their variational inequality formulations, and then defined
a total generalized cost synergy measure as well as a total cost synergy measure and
a total emissions synergy measure. The firms, pre-merger, were assigned a weight


http://

228 ENVIRONMENTAL AND COST SYNERGY IN NETWORK INTEGRATION

Table 9.6: Synergy values for the
additional numerical examples

Example 9.1b 9.2b
TCY 660.00 | 660.00
TC! 660.00 | 660.00
ST .00% .00%
TE" 800.00 | 800.00
TE! 400.00 | 400.00
STE 50.00% | 50.00%

TGC® | 1460.00 | 1060.00
TGCT ] 1060.00 | 1060.00
STCC 1727 40% .00%

representing their individual environmental concerns; post-merger, the weight was
uniform.

Solutionsto several numerical examples were computed, which, although stylized,
demonstrated the generality of the approach and how the new framework can be
used to assess apriori synergy associated with mergers and acquisitions and with
an environmental focus. We concluded that the operating economies (resulting from
greater economies of scale that improve productivity or cut costs) may have an inverse
impact on the environmental effects to society, depending on the level of concern that
each firm has for the environment and their joint actions taken to reduce emissions.

With the results in this chapter, one can begin to further explore numerous questions
associated with mergers and acquisitions, environmental synergies, and industrial
organization. For example, we note that this chapter has focused on horizontal
mergers. Additional research is needed to evaluate the possible synergy associated
with vertical integrations and the impacts on the environment. We expect related
issues will be extremely relevant to different industrial settings.

9.6 SOURCES AND NOTES

This chapter is based on Nagurney and Woolley (2008). However, unlike the models
therein, here we do not assume that the total cost functions associated with the top-
most merger links need be zero. Hence one can explicitly incorporate cost functions
associated not only with the manufacturing, distribution, and storage activities but
also with the actual merger itself (coupled with environmental costs). In addition,
all the numerical examples in this chapter were solved using an implemented Fortran
code rather than MATLAB, as in Nagurney and Woolley (2008).

The weights associated with the environmental emissions in this chapter, as dis-
cussed here, have the interpretation of prices. These prices can be self-selected
or imposed externally, as in the form of environmental taxes. Nagurney, Liu, and
Woolley (2006) discuss carbon taxes and their relationships to self-imposed weights


http://

SOURCES AND NOTES 229

(in the context of electric power supply chains). Woolley, Nagurney, and Stranlund
(2009), in turn, formulated environmental policies in the form of tradable pollution
permits in the case of multipollutant electric power supply chains.

Additional multicriteria network equilibrium models and applications, along with
references, can be found in papers by Nagurney and Dong (2002b, c).
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CHAPTER 10

MULTIPRODUCT SUPPLY CHAIN
NETWORK INTEGRATION

10.1 INTRODUCTION

In this chapter we turn to multiproduct supply chains and their integration. Although
there are numerous articles discussing multi-echelon supply chains, the majority
deal with a homogeneous product [see, e.g., Dong, Zhang, and Nagurney (2004),
Nagurney (2006a), and Wang, Zhang, and Wang (2007)]. Firms are seeing the need
to spread their investment risk by building multiproduct supply facilities, which also
may give the advantage of flexibility to meet changing market demands. According
to a study of the U.S. supply output at the firm-product level between 1972 and 1997,
on the average, two-thirds of U.S. supply firms altered their mix of products every 5
years [Bernard, Redding, and Schott (2006)]. By running a multi-use plant, costs of
supply may be divided among different products, which may increase efficiencies.

It is interesting to note the relationships between merger activity to multiproduct
output. For example, according to a study of the U.S. supply output at the firm-
product level between 1972 and 1997, less than 1% of a firm’s product additions
occurred due to M&As. In fact, 95% of firms engaging in M&As were found to
adjust their product mix, which can be associated with ownership changes [Bernard,
Redding, and Schott (2006)]. The importance of the decision as to what to offer (e.g.,

Fragile Networks. By Anna Nagurney and Qiang Qiang 231
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products and services) and the ability of firms to realize synergistic opportunities of
the proposed merger, if any, can add tremendous value. We emphasize again that a
successful merger depends on the ability to measure the anticipated synergy of the
proposed merger [cf. Chang (1988)].

In this chapter, we focus on the case of horizontal mergers (or acquisitions) but in
the more general and richer setting of multiple product supply chains. The modeling
framework extends the single product one developed in Chapter 8. From a broader
literature perspective, our approach is most closely related to that of Dafermos (1972)
who proposed network models with multiple modes/classes of transportation. In par-
ticular, we develop a system-optimization approach to the modeling of multiproduct
supply chains and their integration and we explicitly introduce capacities on the
various economic activity links associated with manufacturing/production, storage,
and distribution. Moreover, in this chapter, we analyze the synergy effects associ-
ated with horizontal multiproduct supply chain network integration, in terms of the
operational synergy, that is, the reduction, if any, in the cost of production, storage,
and distribution. Finally, the proposed computational procedure fully exploits the
underlying network structure of the supply chain optimization problems both before
and after integration.

Nagurney (2006b) proved that supply chain network equilibrium problems, in
which there is cooperation between tiers but competition among decision-makers
within a tier can be reformulated and solved as transportation network equilibrium
problems. Cheng and Wu (2006) proposed a multiproduct, and multicriterion, supply-
demand network equilibrium model. Davis and Wilson (2006), in turn, studied
differentiated product competition in an equilibrium framework.

This chapter is organized as follows. The pre-integration multiproduct supply
chain network model is developed in Section 10.2. Section 10.2 also introduces the
horizontally merged (or integrated) multiproduct supply chain model. The method
of quantification of the synergistic gains, if any, is provided in Section 10.3, along
with new theoretical results. For completeness, we demonstrate, in Section 10.4,
how a multiproduct supply chain network problem may be transformed into a single
product one but with extended total cost functions. We use such a transformation
in solving the numerical examples. In Section 10.5 we present numerical examples,
which not only illustrate the richness of the framework proposed in this paper but
also demonstrate quantitatively how the costs associated with horizontal multiproduct
supply chain network integration affect the possible synergies. In Section 10.6, we
describe how the framework may be used in the case of a non-corporate application
— that of humanitarian logistics.

10.2 THE PRE- AND POST-INTEGRATION MULTIPRODUCT SUPPLY
CHAIN NETWORK MODELS

This section develops the pre- and post-integration supply chain network multiprod-
uct models using a system-optimization approach but with the inclusion of explicit
capacities on the various links and the incorporation of different product volumes.
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Moreover, here, we provide a variational inequality formulation of multiproduct sup-
ply chains and their integration, which enables a computational approach which fully
exploits the underlying network structure. We also identify the supply chain network
structures both before and after the merger and construct a synergy measure.

Section 10.2.1 describes the underlying pre-integration supply chain network
associated with an individual firm and its respective economic activities of produc-
tion/manufacturing, storage, distribution, and retailing. Section 10.2.2 develops the
post-integration model. The models are extensions of the models in Chapter 8 to the
more complex, and richer, multiproduct domain.

10.2.1 The Pre-Integration Multiproduct Supply Chain Network Model

We first formulate the pre-integration multiproduct decision-making optimization
problem faced by Firms A and B and we refer to this model as the multiproduct Case
0. We assume that each firm is represented as a network of its economic activities
and the notation for the pre-merger supply chain networks follows that given in
Chapter 8 for the single product model. Please refer to Figure 8.1 for the supply
chain network before the merger. However, now there are multiple products that are
produced, stored, and distributed on these networks. In effect, one envisions now
multiple products flowing on the networks in Figure 8.1. As in Section 8.2.1, we
let G; = [N;, £;) for i = A, B denote the graph consisting of the nodes and links
representing the economic activities of firm i; i = A, B. In Section 10.4, we show
how the model in this subsection (and, analogously, the model in the next one) can be
transformed into a single product network model but over J copies of the particular
supply chain network, where J is the number of products that the firm can supply.
Unlike the models in Chapters 8 and 9, the total cost functions on the links [cf. (8.4)]
are no longer separable, that is, the total cost on a link depends not only on the flow
on the particular link.

The demands for the products are assumed as given and are associated with each
product, and each firm and retail pair. Let d’ ; denote the demand for product j;

J =1,...,J, at retail outlet R associated with firm ;i = A, By k = 1,...,nk.
A path (cf. Figure 8.1) consists of a sequence of links originating at a node ;
1 = A, B and denotes supply chain activities comprising manufacturing, storage, and
distribution of the products to the retail nodes. Let :L'{, denote the nonnegative flow
of product j on path p. Let Pol denote the set of all paths joining an origin node

i with (destination) retail node R}, as in Figure 8.1. The following conservation of
flow equations must hold for each firm ¢, each product j, and each retail outlet R},

d;‘yk: Yooal, i=AB; j=1...J; k=1..nk (10.1)

pEPY.
Ry

that is, the demand for each product must be satisfied at each retail outlet.
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Links are denoted by a, b, etc. Let fJ denote the flow of product j on link a. We
must have the following conservation of flow equations satisfied

1= @by, j=1....J: VaeL (10.2)
pEP®

where d,, = 1 if link @ is contained in path p and 6,, = 0, otherwise. Here
PP denotes the set of all paths in Figure 8.1, that is, PY = Ui:A,B:k:l.....n"Rsz :
Expression (10.2) states that the flow on a link of each product is equal to the sum of
the flows of the product on paths that contain that link. As usual, the path flows must
be nonnegative, that is

) >0, j=1....J; ¥pe P (10.3)

We group the multiproduct path flows into the vector z and the multiproduct link
flows into the vector f.

Note that the different products flow on the supply chain networks depicted in
Figure 8.1 and share resources with one another. To capture the costs, we proceed
as follows. There is a total cost associated with each product j; j = 1,...,J, and
each link (cf. Figure 8.1) of the network corresponding to each firm ¢; i = A. B. We
denote the total cost on a link @ associated with product j by &, The total cost of
a link associated with a product, be it a manufacturing link, a shipment/distribution
link, or a storage link is assumed to be, in general, a function of the flow of all the
products on the link. Hence we have

d=d ), j=1....,J; Yaecl" (10.4)

The toptier links in Figure 8.1 now have associated total cost functions that capture
the manufacturing costs of the products; the second tier links have multiproduct total
cost functions associated with them that correspond to the total costs associated with
the subsequent shipment to the storage facilities; and the third tier links, because they
are the storage links, have associated with them multiproduct total cost functions that
correspond to storage. Finally, the bottom-tiered links, since they correspond to the
shipment links to the retailers, have total cost functions associated with them that
capture the costs of shipment of the products.

We assume that the total cost function for each product on each link is convex,
continuously differentiable, and has a bounded third order partial derivative. Because
the firms’ supply chain networks, pre-integration, have no links in common (cf. Figure
8.1), their individual cost minimization problems can be formulated jointly as follows

J
Minimize > > &(fi.....f)) (10.5)

j=laeL?

subject to: constraints (10.1) — (10.3) and the following capacity constraints

J
Zajfg <, Vae L0 (10.6)
j=1
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The term «; denotes the positive volume taken up by product j, whereas u, denotes,
as before, the positive capacity of link a. In the single product model(s) introduced
in Chapters 8 and 9 there was no need to introduce volume coefficients. Of course, in
the case of a single product, this model collapses to the model developed in Section
8.2.1.

Under the above imposed assumptions, the optimization problem is a convex
optimization problem. If we further assume that the feasible set underlying the
problem represented by the constraints (10.1) through (10.3) and (10.6) is non-
empty, then it follows from the standard theory of nonlinear programming that an
optimal solution exists. Of course, if the total cost functions are strictly convex, then
the optimal multiproduct link flow pattern is unique.

Let K%, denote the feasible set for the multiproduct supply chain network problem,
where K, = {f|3z such that (10.1) — (10.3) and (10.6) hold}. We assume that the
feasible set K° is non-empty. We associate the Lagrange multiplier 3, with constraint
(10.6) for each a € L£°. We denote the associated optimal Lagrange multiplier by
B. We now provide the variational inequality formulation of the problem. For
convenience and because we are considering Case 0, we denote the solution of
variational inequality (10.7) below as (f°*, 3%%), and we refer to the corresponding
vectors of variables ( f, z, 3) with superscripts of 0 to make explicit that this model
is a multiproduct one, not a single product one, as in the preceding two chapters.

Theorem 10.1: Variational Inequality Formulation of the Multiproduct Supply
Chain Network Pre-Integration Problem

The vector of link flows f°* € K9, is an optimal solution to the multiproduct
supply chain network pre-integration problem if and only if it satisfies the following
variational inequality problem with the vector of optimal nonnegative Lagrange
multipliers 3°*

J a*l 1*7“” J* ) )
S5 S (Eallal o faT) ey g )
j=11=1 acLo afa
J
+ 3 e = > aifi 1% [Ba— B 20, VO K VAP =0 (10.7)
acl® j=1

Proof: See proof of Theorem 8.1.

10.2.2 The Post-Integration Multiproduct Supply Chain Network Model

We now formulate the post-integration case, referred to as Case 1 (because this is
the only multiproduct case we consider here). Cases 1 and 2, as in Chapter 8, are,
in fact, special instances of that Case 3. Case 1 here denotes the full merger, which
in Chapter 8 corresponded to Case 3. Figure 8.4 depicts the post-integration supply
chain network topology. Note that there is now a supersource node 0 which represents
the integration of the firms in terms of their supply chain networks with additional
links joining node 0 to nodes A and B, respectively.
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As in the pre-integration case, the post-integration optimization problem is also
concerned with total cost minimization. Specifically, we retain the nodes and links
associated with the network depicted in Figure 8.1 but now we add the additional links
connecting the manufacturing facilities of each firm and the distribution centers of
the other firm as well as the links connecting the distribution centers of each firm and
the retail outlets of the other firm. We refer to the network in Figure 8.4, underlying
this integration, as G! = [N}, £1], where N'! = AU node 0 and £' = £°U the
additional links as in Figure 8.4, We associate total cost functions as in (10.4) with
the new links, for each product j. Note that if the total cost functions associated with
the integration/merger links connecting node 0 to node A and node 0 to node B are
set equal to zero, this means that the supply chain integration is costless in terms of
the supply chain integration/merger of the two firms. Of course, non-zero total cost
functions associated with these links may be used also to capture the risk associated
with the integration. We will explore such issues numerically in Section 10.4.

A path p now (cf. Figure 8.4) originates at the node 0 and is destined for one of
the bottom retail nodes. Let 1:{, in the post-integrated network configuration given
in Figure 8.4, denote the flow of product j on path p joining (origin) node 0 with
a (destination) retail node. Then the following conservation of flow equations must
hold

S o2), i=AB; j=1,....J; k=1L...nk, (10.8)

pEP],
Rl\'

where P1 denotes the set of paths connecting node 0 with retail node R}, in Figure
8.4. Due to the integration, the retail outlets can obtain each product j from any man-

ufacturing facility and any distributor. The set of paths P! = U,_ 4 p.x—1. nt P}zl .
k

In addition, as before, let fJ denote the flow of product j on link a. Hence we
must also have the following conservation of flow equations satisfied

fi= Z ;cg)(Sap, j=1,....J; VYaecll (10.9)
pEP!?

The path flows must be nonnegative for each product j, that is
x>0, j=1,....J; VpeP. (10.10)

Assume that the supply chain network activities have positive capacities, denoted
as uq, Va € L', with «; representing the volume factor for product j. Thus the
following constraints must be satisfied

J
Zajfg <wu, Vaell (10.11)
j=1

Consequently, the optimization problem for the integrated multiproduct supply
chain network is

Minimize ZZ (fr ... fD) (10.12)

j=1aqel!
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subject to constraints: (10.8) - (10.11).

The solution to the optimization problem (10.12) subject to constraints (10.8)
through (10.11) can also be obtained as a solution to a variational inequality problem
akin to (10.7) where now a € £!. The vectors f, x, and 3 have identical definitions
as before, but are re-dimensioned/expanded accordingly and superscripted with a 1.
Finally, instead of the feasible set K9, we now have K}, = {f|3z such that (10.8) —
(10.11) hold}. We assume that K}, is non-empty. We denote the solution to the
variational inequality problem (10.13) below governing Case 1 by (f!*, 3!*) and
denote the vectors of corresponding variables as (!, 3'). We now, for completeness,
provide the variational inequality formulation of the multiproduct Case 1 problem.
The proof is immediate.

Theorem 10.2: Variational Inequality Formulation of the Multiproduct Supply
Chain Network Post-Integration Problem

The vector of link flows f'* € K}, is an optimal solution to the multiproduct
supply chain network post-integration problem if and only if it satisfies the following
variational inequality problem with the vector of optimal nonnegative Lagrange
multipliers 3'*

J Al 1x J*x
SN S Zalla S e (g g

J
j=l1=1 a€l! 9fa

J
+ Y [ua— Y i f I x [Ba— 5] 20, Vf' €K VB >0 (10.13)
i=1

a€Ll

Let MTCY denote the (multiproduct) total cost 25:1 Seeco (S D
evaluated under the solution f°* to (10.7), and let MTC" denote the (multiproduct)
total cost ijl Yacct E(f2, ..., ) evaluated under the solution f* to (10.13).
Due to the similarity of variational inequalities (10.7) and (10.13), the same computa-
tional procedure can be used to compute the solutions. Indeed, we use the variational
inequality formulations of the respective pre- and post-integration supply chain net-
work problems because we can then exploit the simplicity of the underlying feasible
sets K0 and X!, which include constraints with a network structure identical to that
underlying multimodal system-optimized network problems (cf. Chapter 2).

10.3 QUANTIFYING SYNERGY ASSOCIATED WITH MULTIPRODUCT
SUPPLY CHAIN NETWORK INTEGRATION

We measure the synergy by analyzing the multiproduct total costs before and after
the supply chain network integration. For example, the synergy based on total costs
[cf. (8.23)] discussed in Chapter 8, but now in a multiproduct context, which we
denote here by SMTC, can be calculated as the percentage difference between the
total cost before and the total cost after the integration:

ShTC _ [MTCO — MTC"
- MTCPO

| x 100%. (10.14)
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From (10.14), one can see that the lower the total cost M/ TC!, the higher the
synergy associated with the multiproduct supply chain network integration. Of
course, in specific firm operations, one may wish to evaluate the integration of supply
chain networks with only a subset of the links joining the original two supply chain
networks. In that case, Figure 8.4 would be modified accordingly and the synergy as
in (10.14), computed with MTC! corresponding to that new supply chain network
topology.

We now provide a theorem that shows that if the total costs associated with the
integration of the multiproduct supply chain networks of the two firms are identically
equal to zero, then the associated synergy can never be negative.

Theorem 10.3: Multiproduct Synergy

If the total cost functions associated with the integration/merger links from node 0
to nodes A and B for each product are identically equal to zero, then the associated
synergy SMTC can never be negative.

Proof: We first note that the pre-integration supply chain optimization problem can
be defined over the same expanded network as in Figure 10.4 but with the cross-
shipment links extracted and with the paths defined from node 0 to the retail nodes.
In addition, the total costs from node 0 to nodes A and B must all be equal to zero.
Clearly, the total cost minimization solution to this problem yields the same total cost
value as obtained for MTC?. We must now show that AfTC° — MTC! > 0.

Assume not, that is, that MTCY — MTC" < 0, then clearly we have not obtained
an optimal solution to the post-integration problem because the new links need not
be used, which would imply that A/TC% = AITC!, which is a contradiction.

Another interpretation of this theorem is that, in the system-optimization context
(assuming that the total cost functions remain the same as do the demands), the
addition of new links can never make the total cost increase; this is in contrast to
what may occur in the context of user-optimized networks, where the addition of a
new link may make everyone worse-off in terms of user cost. This is the well-known
Braess paradox (1968), which was discussed in Chapters 3 and 7.

10.4 TRANSFORMATION OF A MULTIPRODUCT SUPPLY CHAIN
NETWORK INTO A SINGLE PRODUCT ONE

We now show how a multiproduct supply chain network of a firm i can be transformed
into a single product supply chain network by constructing multiple copies of the
network. Such an ideais an application of a similar construction, but for transportation
networks, by Dafermos (1972) [see also Dafermos (1971)]. Please refer to Figure
10.1. We use such a transformation when we solve numerical examples in the next
section.

We construct a single product representation of the multiproduct supply chain
network of firm 4, which is represented by G' = [N;, £;], in the following way:
Ni=N;x J; L; = £; x J, with corresponding paths: P; = U, ,I}(Pgi x J,

where x denotes the Cartesian product. The network G; is hence the union of J

,,,,,
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Figure 10.1: J copies of firm i’s supply chain network

identical copies of the supply chain network G; for firm 4, as depicted in Figure 10.1.
We then have the indexed set of demands

L = (10.16)

and the link total cost functions on the replicated network in Figure 10.1 are defined
as

Cay =8, Va,j) € L, (10.17)

where link (a, j) corresponds to link a in the j-th network copy.
We also index the path flows and links as

Tpj = x{;, V(p.J) € Gi, (10.18)
faj =1l Y(aj) e L. (10.19)
Finally, we have that constraint (10.5) now becomes
J
S 0jfay e, Vla,j) € Ls. (10.20)
j=1

Given any feasible path flow pattern for the multiproduct supply chain network for
firm ¢, which induces a corresponding link flow pattern, the corresponding path flow
pattern as defined by (10.18) is feasible for the single product supply chain network
problem in Figure 10.1. The converse also holds true.
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It follows then that

baj = Caj(fars s fas) Y(a.j) € L

One sees that the total cost on the single product network in Figure 10.1 corre-
sponds thus to the total cost as in Zaec,- éa(fr, . .0 f7). Note that the total cost on
a link in the network in Figure 10.1 is determined not only by the flow on that link
(as was the case in the models in Chapters 8 and 9) but also by the flows on other
links. Thus we have the following.

Proposition 10.1: Multiproduct Supply Chain Network and Multicopy Network
Equivalence

A path flow pattern or link flow pattern is system-optimizing for the multiproduct
supply chain network of firm i; i = A, B, if and only if the flow pattern as defined
above is system-optimizing for the single product network in Figure 10.1.

10.5 NUMERICAL EXAMPLES

In this section, we present numerical examples for which we compute the solutions
to the supply chains both before and after the integration, along with the associated
multiproduct total costs and synergies as defined in Section 10.3. As was also
done in Chapters 8 and 9, these examples are solved using the modified projection
method embedded with the equilibration algorithm (see Chapter 2). The modified
projection method is guaranteed to converge if the function that enters the variational
inequality is monotone and Lipschitz continuous (provided that a solution exists).
These assumptions are satisfied under the conditions imposed on the multiproduct
total cost functions in Section 10.2 as well as by the total cost functions underlying
the numerical examples given here. Because we also assume that the feasible sets
are non-empty, we are guaranteed that the modified projection method will converge
to a solution of variational inequalities (10.7) and (10.13).

We implemented the computational procedure in Fortran and used a Unix system
at the University of Massachusetts Amherst for the computations. The algorithm
was considered to have converged when the absolute value of the difference between
the computed values of the variables (the link flows; respectively, the Lagrange
multipliers) at two successive iterations differed by no more than 10=°. To fully
exploit the underlying network structure, we first converted the multiproduct supply
chain networks, into single-product “extended,” ones, as described in Section 10.4,
for multimodal/multiclass networks. The link capacity constraints, which do not
explicitly appear in the original transportation network models, were adapted accord-
ingly. The modified projection method yielded subproblems at each iteration in flow
variables and in price variables. The former were computed using equilibration (see
Chapter 2) and the latter were computed explicitly and in closed form (similar to the
corresponding approach used to solve the numerical examples in Chapters 8 and 9).

For all the numerical examples, we assumed, as we had in Chapters 8 and 9, that
each firm i; ¢ = A, B, was involved in the production, storage, and distribution of
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Firm A Firm B

Figure 10.2: Pre-integration supply chain network topology for the numerical exam-
ples

two products, and each firm had before the integration/merger two manufacturing
plants, and one distribution center, and had supplied the products to two retail outlets.

After the integration of the two firms’ supply chain networks, each retailer was
indifferent as to which firm supplied the products, and the integrated/merged firms
could store the products at any of the two distribution centers and could supply any of
the four retailers. For easy reference, Figure 10.2 depicts the pre-integration supply
chain network(s); Figure 10.3 depicts the post-integration supply chain network for
the numerical examples. Such supply chain network structures were also used in the
numerical examples in Chapters 8 and 9.

For all the examples, we assumed that the pre-integration total cost functions and
the post-integration total cost functions were nonlinear (quadratic), of the form

&(fL 52 Zgyfﬂfl+hﬂfﬂ Vae LO0%ae LY, j=1.2,  (10.15)
=1

with convexity of the total cost functions being satisfied.

Example 10.1

Example 10.1 serves as the baseline for our computations, The links are as defined in
Table 8.1. The Example 10.1 data are now described. The pre- and post-integration
total cost functions for Products 1 and 2 are listed in Table 10.1. The post-integration
links that join the node 0 with nodes A and B had associated total costs equal to zero
for each product j = 1, 2, for Examples 10.1 through 10.3. The demands at the retail
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Figure 10.3: Post-integration supply chain network topology for the numerical ex-
amples

outlets for Firm A and Firm B were set to 5 for each product. Hence &, =5 for

i=A,B;j=1,2,and k = 1, 2. The capacity on each link was set to 25 b(gth before
and after integration, so that u, = 25 for all links @ € £% a € L!. The weights
a; = 1 were set to 1 for both products j = 1, 2, both before and after integration;
thus we assumed that the products are equal in volume.

The pre-integration optimal solutions for the product flows for each product for
Examples 10.1 through 10.3 are given in Table 10.2. The post-integration optimal
solutions are reported in Table 10.3 for Product 1 and in Table 10.4 for Product 2.

Because not one of the link flow capacities was reached, either before or after
integration, the vectors 3% and ;3!* had all their components equal to zero. The
multiproduct total cost, pre-merger, AITC? = 5,702.58. The multiproduct total
cost, post-merger, M TC' = 4,240.86. Please also refer to Table 10.5 for the total
cost and synergy values for this example as well as for the next two examples. The
synergy SMTC for the supply chain network integration for Example 10.1 was equal
t0 25.63%.

It is interesting to note that because the distribution center associated with the
original Firm A has total storage costs that are lower for Product 1, whereas Firm
B’s distribution center has lower costs associated with the storage of Product 2, that
Firm A’s original distribution center after the integration/merger stores the majority
of the volume of Product 1, whereas the majority of the volume of Product 2 is stored,
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Table 10.1: Total cost functions for Example 10.1

Link a 6a(far F2) ea(far f2)

1 (/D) +2fTfi + 111 2D+ 2f1 T + 817

2 20£2)° +2f5f2 +8f; Lf3) +2f2 f5 +6f3

3 3(fs)” +25f5fs +7f3 A +25f5 13+ 715

4 4(f1)* + 1.5f5fi +3f4 3(f1)* + 1.5fa fi + 11f§
5 1(f5)* + f5]s +6f5 A(f2)° + fo fs +11f5

6 3(f6)> + L.5f5 fs +4fs 4(f6)* + 1.5f5 f6 + 10f§
7 A(f1) +2fifr +7f7 2(f7)° + 2f7 f7 + 8f7

8 A(fs)* +3f5fs +5/s A7 +3fs fi +6/3

9 1(fo)* + 1.5f5 fa + 4fs 4(f3)° +1.5f9 f5 +6f5

10 2(f10)” + 3ffof1a +3.5f1 | 3(J%)® + 3filofi0o + 4/70
11 L(fi)° + 25/ fii + 4/ | 407)° + 2.5/ i1 + 5/
12 4(fl2)” + 3fi2fia + 612 2(f12)* + 3fiafia + 5fis
13 3(f13)% + 3fisfis + 7fis 4(f15)> + 3fiafis + 10f5
14 4(f1a)° + Bfiafia +4f1a | A(f10)” + Bfiafia + 1214
15 4(f15)° + 2fisf1s + 615 4(fi5)° + 2fis fis + Tfis
16 4(fl)” + 2fi6 fls + 6 i 3(fle)” + 2fi6 fic + Tfis
17 1(fi7)* + 35/ fir + 4fir | 4(fi7)” + 3.5fi7 fiz + 5fiz
18 4(f1s)* + 3fisfis + 918 4(fis)” + 3fisfis + Tfis
19 4(flo)? +3.5fTofio + Tfle | 1(flo)® + 3.5 1o fie + 9fi0
20 2(f20)° +3f30f20 + B5f20 A(f%)° + 3 f20f30 + 6.3
21 4(f3)° +2.5f5 fa +3fa | 3(f31)° +2.5 01 /H + 9f5
22 3(f22)% + 2f52.f20 + 4f22 4(f32)" + 2fa2 32 + 3f5
23 .00 .00

24 .00 .00
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post-integration, at Firm B’s original distribution center. It is also interesting to note
that, post-integration, the majority of the production of Product | takes place in Firm
B’s original manufacturing plants, whereas the converse holds true for Product 2.
This example hence vividly illustrates the types of supply chain cost gains that can
be achieved in the integration of multiproduct supply chains.

Example 10.2

Example 10.2 was constructed from Example 10.1 but with the following modifica-
tions. We now considered an idealized situation in which we assume that the total
costs associated with the new integration links [see Table 10.1 (links 15 through 22)]
for each product were identically equal to zero.

Post-integration, the optimal flow for each product, for each firm, has now changed;
see Table 10.3 and Table 10.4. 1t is interesting to note that now the second manufac-
turing plant associated with the original Firm B produces the majority of Product 1
but the majority of Product 1 is still stored at the original distribution center of Firm
A. Indeed, the zero costs associated with distribution between the original supply
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Table 10.2: Pre-integration optimal flow solu-
tions to Examples 10.1 through 10.3

Link a | From Node | To Node | f.* "z
1 A MA 8.50 .80
2 A M 150 | 9.20
3 M{ D) 8.50 .80
4 M3 Df, 1.50 | 9.20
5 D, D, 10.00 | 10.00
6 Di, RY 500 | 5.00
7 D, R3 500 | 5.00
8 B MEP 00 .03
9 B M7 1000 | 1.97
10 ME DT, .00 8.03
1 My DF, 1000 | 1.97
12 DF, DP, 10.00 | 10.00
13 DE, RP 500 | 5.00
14 D7, RE 500 | 5.00

chain networks lead to further synergies as compared to those obtained for Example
10.1.

Since, again, none of the link flow capacities were reached, either pre- or post-
integration, the vectors 8°* and 3'* had all their components equal to zero. The
total cost, post-merger, MTC' = 2,570.27. The synergy SMTC for the supply
chain network integration for Example 10.2 was equal to 54.93%. Observe that this
obtained synergy is, in a sense, the maximum possible for this example since the total
costs for both products on all the new links are all equal to zero.

Example 10.3

Example 10.3 was constructed from Example 10.2 but with the following modifica-
tions. We now assumed that the capacities associated with the links that had zero
costs between the two original firms had their capacities reduced from 25 to 5. The
computed optimal flow solutions are given in Table 10.3 for Product 1 and in Table
10.4 for Product 2.

We now also provide the computed vector of Lagrange multipliers 31*. All terms
of 3'* were equal to zero except those for links 15 through 20 because the sum of
the corresponding product flows on each of these links was equal to the imposed
capacity of 5. In particular, we now had 3j; = 40.82, 3is = 59.79, 57, = 14.35,
Btz = 53.59, Big = 79.95, and 33, = 68.39.

The multiproduct total cost, after the merger, was AMTC! = 3,452.34. The
synergy SMTC for the supply chain network integration for Example 10.3 was equal
to 39.46%. Hence even with substantially lower capacities on the new links, given
the zero costs, the synergy associated with the supply chain network integration in
Example 10.3 was quite high, although not as high as obtained in Example 10.2.
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Table 10.3: Post-integration optimal solutions to Examples 10.1 through 10.3
for Product 1

Link @ | From Node [ ToNode | Ex. 12.1 f2* | Ex. 122 fI* [ Ex. 123 fI*
1 A M 5.94 76 5.36
2 A M3 53 .00 1.98
3 M7 DiY, 5.94 00 5.36
4 M3 Di, 53 .00 1.98
5 D7y D{, 18.27 19.24 17.34
6 D7y R{ 5.00 5.00 5.00
7 Df, RE 327 424 427
8 B MP 6.25 1.67 5.00
9 B M7 7229 17.57 7.66
10 MP DY, .00 .00 .00
11 MP D7, 1.73 .00 2.66
12 D, DY, 1.73 76 2.66
13 DT, RY .00 .00 .00
14 D7, RE .00 00 1.93
15 M DY .00 76 .00
16 M3 DY, 00 00 .00
17 MT Dy 6.25 1.67 5.00
18 ME Di 5.55 17.57 5.00
19 D7, Ry 5.00 5.00 5.00
20 D{, RZ 5.00 5.00 3.07
21 D7, R{ .00 .00 .00
22 DY, R% 1.73 .76 73
23 0 A 6.47 76 7.34
24 0 B 13.54 19.24 12.66

Firm B’s original distribution center now stores more of Products ! and 2 than
it did in Example 10.2 (after the integration). Also, because of capacity reductions
associated with the cross-shipment links there is a notable reduction in the volume
of shipment of Product 1 from the second manufacturing plant of Firm B to Firm A’s
original distribution center and in the shipment of Product 2 from Firm A’s original
second manufacturing plant to Firm B’s original distribution center.

10.5.1 Additional Examples

We then proceeded to ask the following question: assuming that the post-merger
links joining node 0 to nodes A and B no longer had zero associated total cost for
each product but, rather, reflected a cost associated with merging the two firms, what
would be the effect on synergy? We further assumed that the cost [cf. (10.15)] was
linear and of the specific form given by

étjlzhglfg:hfgt’ j:]w?w
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Table 10.4: Post-integration optimal solutions to Examples 10.1 through 10.3
for Product 2

Link @ | From Node | To Node | Ex. 10.1 f2* [ Ex. 102 f2* | Ex. 10.3 f3*
1 A M{P 3.44 4.66 5.00
2 A M3 11.81 11.88 8.74
3 M D .00 88 00
4 M3 D, 4.91 A8 3.74
5 Diy D{, 491 4.82 3.74
6 Di, R} 1.52 00 61
7 Di, Ry 2.58 00 1.20
8 B MP 2.34 3.46 3.58
9 B ME 242 .00 2.68
10 M DE, 2.34 .00 3.58
11 ME DY, 2.42 .00 2.68
12 Dr, D, 15.09 15.18 16.26
13 DT, RE 4.88 2.72 5.00
14 D7, RY 430 2.46 3.07
15 M{ DY, 3.44 3.78 5.00
16 M3 DT, 6.89 11.40 5.00
17 MEP D, .00 3.46 .00
18 M D 00 00 00
19 D{, RP 12 2.28 .00
20 Df, RY 70 2.54 1.93
21 D7, R{ 3.48 5.00 4.39
22 DE, R; 242 5.00 3.80
23 0 A 15.25 16.54 13.74
24 0 B 476 3.46 6.26

Table 10.5: Total costs and synergy values for the examples
Measure Example 10.1 | Example 10.2 | Example 10.3
Pre-Integration M TC" 5,702.58 5,702.58 5,702.58
Post-Integration MTC? 4,240.86 2,570.27 3,452.34
Synergy SMTC 25.63% 54.93% 39.46%

for the upper-most links (cf. Figure 10.3). Hence we assumed that all the hJ terms
were identical and equal to an k. At what value would the synergy then for Examples
10.1, 10.2, and 10.3 become negative? Through computational experiments we were
able to determine these values. In the case of Example 10.1, if i = 36.52, then the
synergy value would be approximately equal to zero since the new total cost would
be approximately equal to M/ TC? = 5, 702.58. For any value larger than this A, one
would obtain negative synergy. This has clear implications for mergers in terms of
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supply chain network integration and demonstrates that the total costs associated with
the integration/merger itself have to be carefully weighed against the cost benefits
associated with the integrated supply chain activities. In the case of Example 10.2,
the h value was approximately equal to 78.3. A higher value than this h for each
such merger link would result in the total cost exceeding A/ TC° and hence negative
synergy would result.

Finally, for completeness, we also determined the corresponding & in the case of
Example 10.3 and found the value to be h = 78.3, as in Example 10.2.

10.6 APPLICATION TO HUMANITARIAN LOGISTICS

In this section, we discuss how the above framework may be used and applied in
the context of humanitarian operations and logistics. The supply chain is a critical
component not only of corporations but also of humanitarian organizations and
their logistical operations. Today, humanitarian supply chains are more extended,
fragile, and time-sensitive than ever before. Moreover, the need to deliver vital
goods (and services) to populations in times of crises is ever more pressing. The
current humanitarian logistics environment requires that organizations mitigate risks
and operate efficiently, which has spurred interest as to how to use supply chains for
humanitarian logistics most efficiently and effectively.

For example, as noted in Balcik and Beamon (2008), the number of disasters
is increasing as well as the people affected by them. The period between 2000
and 2004 experienced an average annual number of disasters that was 55% higher
than the period 1995 and 1999, with 33% more people affected in the more recent
period. According to International Strategy for Disaster Reduction (2006) 157 million
people required immediate assistance due to disasters in 2005, with approximately
150 million requiring assistance the year before.

Moreover, during the rescue operations for the 2004 Asian tsunami, United Nations
Secretary General Kofi Annan pointed out that the biggest challenge was the logistics
of getting the essential supplies to those who needed them the most [UN News Center
(2004)] especially because the infrastructure of roads, ports, and communications was
completely devastated by the tsunami. The lack of infrastructure resulted in a longer
window for the delivery of essential supplies. It normally takes about 2 weeks for
a well-functioning aid operation to begin running smoothly but without adequate
infrastructure, it can take weeks more [Perry (2005)]. There is an urgent call for
effectively allocating resources in disasters relief operations due to a large amount of
unsatisfied demands spread over different humanitarian service sectors. Figure 10.4
shows the average percentage of needs met by different humanitarian service sectors
from 2000 to 2005 [Development Initiatives (2006)]. We can see that there exists
a large portion of unsatisfied demand in such important sectors as health, economic
recovery, and infrastructure as well as in water and sanitation. Therefore, how to
organize and operate an effective multiproduct humanitarian logistics network is of
great value to practitioners and also of interest to researchers.
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Figure 10.4: Average percentage of needs met by different sectors, 2000-2005
[Source: Financial Tracking System, Office for the Coordination of Humanitarian
Affairs; obtained from Development Initiatives (2006)]

In addition, in terms of humanitarian logistics, it is clear that single product
supply chains are not sufficient because populations may require not only food but
clothing, fuel, medical supplies, shelter, etc. Furthermore, by having humanitarian
organizations use multiproduct supply plants and distribution centers, the costs of
provision may be divided among different products, which may increase efficiencies
and enhance the organizations’ operational effectiveness. We note that Haghani and
Oh (1996) developed a multicommodity, multimodal network model for disaster relief
operations, which is considered the first such general model. The model, however,
assumed linear costs and the authors emphasized the need for nonlinear costs. This
chapter proposes supply chain network models with nonlinear costs that can also
capture the reality of congestion, which may occur in humanitarian disaster relief
operations.

Organizations, in general, and humanitarian ones, in particular, may benefit not
only from multiproduct supply chains [cf. Perea-Lopez, Ydtsie, and Grossman
(2003)] but also from the integrated management and control of the entire supply
chain [Thomas and Griffin (1996)]. Coordination enables the sharing of information,
which, according to Cachon and Fisher (2000), can reduce supply chain costs by
approximately 2.2%. In addition, the traditional competitive barriers between supply
chain members may be mitigated thus reducing uncertainty and allowing goods to
flow through the supply chain quicker and more evenly, which creates a more effective
supply chain.

Furthermore, it is imperative to recognize the unique characteristics of humanitar-
ian logistics operations in a supply chain context and how they differ from commercial
supply chains. For example, Beamon (2004), Thomas and Kopczak (2005), and Van
Wassenhove (2006) delineate the differences between the environment surrounding
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disaster relief versus the commercial environment with major implications for the
underlying supply chains. In addition, due to the different nature of humanitarian
logistics networks, they should be evaluated by using different performance metrics
from that of commercial supply chains. Davidson (2006) argued that there are four
key performance indicators in assessing humanitarian logistics networks, namely,
appeal coverage, donation-to-delivery time, financial efficiency, and assessment ac-
curacy. Appeal coverage includes two metrics: percent of appeal coverage and
percent of items delivered. Donation-to-delivery time examines how long it takes for
an item to be delivered to the destination country after a donor has pledged to donate
it. Financial efficiency assesses how cost effective a humanitarian logistics network
transports goods to beneficiaries. Assessment accuracy deals with how quickly and
accurately donations are pledged and delivered to beneficiaries.

The tools proposed in this book are also of direct relevance to humanitarian
logistical operations. Clearly, the importance of the decisions as to what to offer in
terms of products and services as well as the ability of humanitarian organizations
to realize synergistic opportunities of integrated supply chain networks, can add
tremendous value and, perhaps, even save lives.

In the context of humanitarian logistics, one would consider, in terms of the
models in Section 10.2, the specific humanitarian organizations (rather than firms)
and their integration for a particular humanitarian disaster relief operation. Rather
than manufacturing links, one would simply have supply links with associated total
costs of procurement. Because the public who donates funds expects a decent
utilization of the financial resources, the framework proposed here could quantify the
total costs and the synergy obtained through cooperation. Of course, one could also
conduct sensitivity analysis to evaluate a spectrum of possible demands as well as
a range of link capacities to make sure that the demand can be satisfied. Moreover,
one might incorporate also ideas from multicriteria decision-making, as discussed
in Chapter 9. For example, risk may be a very important issue is disaster relief
operations and the total cost functions could be generalized costs to capture risk.

Of course, in a humanitarian relief operation requiring multiple products, it may
be the case that a given organization supplies distinct products from that of another
organization, but to the same points of demand. The supply chain network configu-
ration would then be as given in Figure 10.5, in the case of two organizations A and
B. The paths would then be defined from nodes A to the demand markets: Ri, R,
and, so on, through R,, ,,, and the conservation of flow equations would correspond to
distinct products on each organization’s network. If these two organizations were to
merge for a given humanitarian operation, then the network representing the merger,
given that each organization specializes in particular products, would have additional
links added from the supply points to the other organization’s distribution centers.
The origin points in the resulting paths could remain as before, that is, nodes A and
B, and the paths would have the same destination points, that is, the demand points:
Ry,..., Rp,. If one wished to assign costs to such a merger/integration then one
could append two supersource nodes, with the first supersource node joined with a
single link to node A and the second one joined by a link to node B. The origin points
on the redefined paths would then correspond to the supersource nodes; the same
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Organization A Organization B

Figure 10.5: Network structure of supply chain networks of two organizations with
the same demand markets

destination points would remain. Obviously, the constraints on the new links joining
the supply points to the other distribution centers would have to include appropriate
capacities and volume constraints as in (10.6). Clearly, such a network representation
could also be applied to the merger of firms, each of which produces a distinct set
of products but the two firms supply the same retail points with known and fixed
demands for the products.

10.7 SUMMARY AND CONCLUSIONS

In this chapter, we developed multiproduct supply chain network models, which
allow one to evaluate the total costs associated with production/supply, storage, and
distribution in firms’ supply chains both before and after integration. The model(s)
use a system-optimization perspective and allow for explicit upper bounds on the
various links associated with manufacturing, storage, and distribution. The models
are formulated and solved as variational inequality problems.

In addition, we used a proposed multiproduct synergy measure to identify the
potential cost gains associated with such horizontal supply chain network integra-
tions, which can occur in a variety of application domains, including humanitarian
operation ones. We proved that, in the case of zero merging costs, the associ-
ated synergy can never be negative. We computed solutions to several numerical
examples for which we determined the optimal multiproduct flows and Lagrange
multipliers/shadow prices associated with the capacity constraints both before and
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after the integration. The computational approach allows one to explore many issues
regarding multiproduct supply chain network integration and to effectively ascertain
the synergies prior to any implementation of a potential merger. In addition, we de-
termined, computationally, for several examples, which identical linear costs would
yield zero synergy, with higher values resulting in negative synergy.

There are numerous questions that remain and that will be considered for future
research. For example, it would be very interesting to explicitly incorporate the risks
associated with supply chain network integration within our framework. We have
taken a step in this direction with this chapter by including total costs associated with
the top-most merger links.

10.8 SOURCES AND NOTES

This chapter is based on the paper by Nagurney, Woolley, and Qiang (2008) except that
here we provide additional information regarding how to transform a multiproduct
supply chain network into a single product supply chain network by making as
many copies of the network as there are products and by defining the flows, costs,
and demands on the new network accordingly. In addition, here we discuss how
the multiproduct supply chain network models and their integration can be used
in humanitarian logistics to deliver supplies to human populations at their most
vulnerable times of need.

In the next chapter, we formulate oligopolistic supply chain network problems.
In those models the demand markets are shared by the producing firms and the firms
compete.
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CHAPTER 11

NETWORK OLIGOPOLIES AND THE
MERGER PARADOX

11.1 INTRODUCTION

In this chapter, we formulate and solve network oligopoly problems in which several
firms compete and consumers are indifferent as to who supplies the product because
the product is assumed to be homogeneous. Examples of some oligopolies include
oil, beer, and automobile manufacturing companies in the United States, supermarket
chains in the United Kingdom; and media outlets in Australia. Examples of recent
mergers of oligopolistic firms include the merger of Wells Fargo & Co. and Wachovia
Corp. in financial services [cf. Phoenix Business Journal (2009)], the merger of the
airlines Delta and Northwest [Global News Wire (2008)], the merger of Anheuser-
Busch and InBev in the beer/beverage industry [TradingMarkets.com (2008)] and
that of Molson and Coors {Beverage World (2007)], and the merger of Exxon and
Mobil in the oil industry [see CNNMoney.com (1999)].

In particular, in this chapter we formulate coalitions and the associated mergers.
Unlike the models in Chapters 8 through 10, here we allow for the merger of more
than two firms, if appropriate, and relevant. In addition, in this chapter the demands
for the product are no longer assumed to be fixed but rather are elastic and the price
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for the product at a particular demand market may be a function of the demands for
the product at all the demand markets.

The formulation, analysis, and solution of oligopoly problems is of wide theoreti-
cal and application-based interest in economics and in operations research/management
science [cf. Gabay and Moulin (1980), Murphy, Sherali, and Soyster (1982), Dafer-
mos and Nagurney (1987), Flam and Ben-Israel (1990), Okuguchi and Szidarovsky
(1990), Nagurney (1999, 2006a), Nagurney, Dupuis, and Zhang (1994), and refer-
ences therein]. The topic is also garnering interest from the engineering and computer
science communities, who are investigating decentralized resource allocation among
competing users in communication networks, along with incentives and pricing is-
sues [cf. Ozdaglar and Srikant (2008), Shakkottai et al. (2008), and the references
therein].

Specifically, in this chapter, we consider the modeling of network oligopolies,
consisting of firms that compete in a Nash (1950, 1951) and Cournot (1838) frame-
work as well as the modeling of mergers that are formed through coalitions. The
topic of mergers in an oligopolistic setting has been a major issue in economics and
a subject of much discussion [cf. Salant, Switzer, and Reynolds (1983), Perry and
Porter (1985), Fershtman and Judd (1987), and Farrell and Shapiro (1990)].

Much of the economics literature on this topic, however, is limited to linear cost
and demand functions. Realistic oligopolistic models may not be amenable to the
derivation of analytical expressions for their equilibriaand hence classical techniques
from industrial organization [cf. Tirole (1988)] may no longer be sufficient. More-
over, numerical methods, when applied to compute equilibria of merger problems
associated with oligopolies for different cases of demand and cost parameters, may
yield deeper insights and information. See Meschi (1997) for a survey of analytical
perspectives for mergers and acquisitions.

In this chapter, we focus on horizontal mergers of firms in the same industry, that
are engaged in oligopolistic competition, but we offer a general, network perspective,
which provides a powerful graphical means by which to visualize and study different
mergers formed through coalitions among firms. Furthermore, it allows the explo-
ration, through computations, of what is known as the merger paradox. According
to Pepall, Richards, and Norman (1999), “What may be surprising to you is that it
is, in fact, quite difficult to construct a simple economic model in which there are
sizable profitability gains for the firms participating in a horizontal merger that is not
a merger to monopoly.” Earlier, Salant, Switzer, and Reynolds (1983) pointed out
that, in quantity-setting games, as we consider here, it is not usually advantageous
for the merging firms unless the merger includes the vast majority of the firms, in
particular, 80% or more [see also Creane and Davidson (2004)].

As in Chapters 8 through 10, we depict each firm as a network of its economic
activities of production, storage, and distribution to the demand markets. We assume
that the firms both before and after the merger(s) produce a homogeneous good
in a noncooperative manner. We identify the network structure of the horizontally
merged firms, which allows one to associate costs with the new links. Both models
are formulated as variational inequality problems. The network structure both before
and after the merger(s) differs from those associated with the merger of two firms
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with fixed product demands (see the models in Chapters 8 through 10). We extend the
previous models substantively by allowing for competition on the production side,
in distribution and storage, and across the demand markets. In addition, here we
formulate any possible merger or mergers among firms and not just a partial merger
of a number of firms or a complete merger to a monopoly. In other words, we allow
subsets of the firms to form coalitions that result in distinct mergers. In this chapter,
we utilize the change in total costs and total profits as measures to identify whether
or not the merger would make economic sense. For background on game theory as
related to supply chains, see Cachon and Netessine (2004).

This chapter is organized as follows. In Section 11.2, we develop the network
oligopoly model in which the firms own multiple manufacturing plants, where the
product is produced, and then shipped to distribution centers where it is stored before
being distributed to the demand markets. We consider competition in production,
distribution, and storage in that we allow the underlying functions to depend on
the flows not only of the particular firm but, in general, on the flows of all the
firms. We provide the game theoretic formulation of the problem, state the governing
Nash-Cournot equilibrium conditions, and present alternative variational inequality
formulations. In addition, we identify several well-known oligopoly models in the
literature that are special cases of the new model. Specifically, we prove that both the
spatial oligopoly model of Dafermos and Nagurney (1987) and the classical Cournot
(1838) oligopoly model are special cases of the network oligopoly model developed
in this chapter.

In Section 11.3, we propose a network economics framework for the formulation of
coalitions among the firms that result in mergers. The novelty of the approach is that
through a network formalism, one can graphically depict the various coalitions and
mergers through the addition of new nodes and links with the subsequent additions
of associated costs, if any. The governing equilibrium/optimality conditions are also
formulated as variational inequality problems.

In Section 11.4, we consider the solution of the network oligopoly problems, both
before and after the mergers. We propose the Euler method (cf. Section 2.4.4),
which is a special case of the general iterative scheme introduced by Dupuis and
Nagurney (1993) for determining the stationary points of projected dynamical sys-
tems; equivalently, solutions of variational inequality problems. We demonstrate
that in the context of our models the Euler method resolves the network problems
into subproblems that can be solved at each iteration explicitly and in closed form.
These explicit formulae may be interpreted as discrete-time adjustment or taton-
nement processes. A variety of economic equilibrium problems (and the associated
tatonnement/adjustment processes) have been modeled and solved to-date as pro-
Jjected dynamical systems, including dynamic spatial price problems [see Nagurney,
Takayama, and Zhang (1995) and Nagurney and Zhang (1996a)] and dynamic net-
work oligopolies [cf. Nagurney, Dupuis, and Zhang (1994)].

In Section 11.5, we present numerical examples for a spectrum of supply chain
network structures of oligopolistic firms and evaluate various mergers formed through
coalitions. We also explore questions regarding the merger paradox computationally,
an approach that allows one to gain insights through numerical experimentation. We
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Firm 1 Firm [

Figure 11.1: Network structure of the oligopoly

compute the total costs, the revenues, and the profits for the supply chain networks
before and after the mergers.

In Section 11.6, we summarize the results in this chapter and give suggestions for
future research.

11.2 THE NETWORK OLIGOPOLY MODEL

In this section, we develop the network oligopoly model and identify several special
cases. We consider a finite number of I firms, with a typical firm denoted by ¢, that
are involved in the production, storage, and distribution of a homogeneous product
and that compete noncooperatively in an oligopolistic manner.

We assume that each firm is represented as a network of its economic activities
(cf. Figure 11.1). Each firm 4; ¢ = 1, ..., I has n’, manufacturing facilities/plants;
n', distribution centers, and serves the same nr retail outlets/demand markets. Let
LY denote the set of directed links representing the economic activities associated
with Firmi; i =1,...,I. Let £0 = U;—; 1 £0. Let G° = [N°, £7] denote the graph
consisting of the set of nodes A’° and the set of links £° in Figure 11.1.

The links from the top-tiered nodes i; ¢ = 1, .. ., I in Figure 11.1 are connected to
the manufacturing nodes of the respective firm 7, which are denoted, respectively, by:
Mi, ..., ]M’ili E and these links represent the manufacturing links. The links from the
manufacturing nodes, in turn, are connected to the distribution center nodes of each
firmd;i = 1,...,1, whichare denoted by D |, ..., D7, . . These links correspond
to the shipment links between the manufacturing plants and the distribution centers
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where the product is stored. The links joining nodes D: |, ..., D! with nodes

n’D,l
D§,2, ety D:liD,2 fori =1,...,I correspond to the storage links. Finally, there are
shipment links joining the nodes D ,. ..., DZIBQ fori =1,..., I with the demand
market nodes R, ..., R,,. Note that the competing firms share the same demand
markets (unlike in the models in Chapters 8 through 10), and hence the links from
the distribution centers terminate in the same destination nodes in Figure 11.1.

Assume that associated with each link (cf. Figure 11.1) of the network corre-
sponding to each firm ;< = 1, ..., [ is a total cost. We denote, without any loss in
generality, the links by a, b, etc., and the total cost on a link a by ¢,. Let dg, denote
the demand for the product at demand market Ry; k = 1,....ngp. Let z, denote
the nonnegative flow of the product on path p joining (origin) node i; i = 1,...,7
with a (destination) demand market node. Then the following conservation of flow
equations must hold

dr, = Y zp, k=1....ng, (11.1)
pGng
where ng denotes the set of paths connecting the (origin) nodes 4;¢ = 1,..., I with

(destination) demand market R;. In particular, we have that P,gk = Uj;=1,

ceey

where P}gi now denotes the set of paths from origin node ¢ to demand market k as in

Figure 1 11 According to (11.1), the demand at each demand market must be equal
to the sum of the product flows from all firms to that demand market. The product is
assumed to be homogeneous, and thus, at least in principle, the product at a particular
demand market can be obtained from any of the manufacturing firms.

Assume that there is a demand price function associated with the product at each
demand market. We denote the demand price at demand market Rj by pgr, and
assume, as given, the demand price functions

PRy :ka(d), k:l,...,TLR, (]1.2)

where d is the np-dimensional vector of demands at the demand markets. Note
that we consider the general situation in which the demand price for the product
at a particular demand market may depend on the demand for the product at the
other demand markets. Assume that the demand price functions are continuous,
continuously differentiable, and monotone decreasing. Note that the consumers at
each demand market are indifferent as to which firm produced the homogeneous
product.

In addition, let f, denote the flow of the product on link a. Hence the following
conservation of flow equations must be satisfied

fo=Y_ wplap, Vae L (11.3)

peP?

where 0o, = 1 if link a is contained in path p and 6,, = 0, otherwise. Here P°
denotes the set of all paths in Figure 11.1, that is, P = Uk:L,,,‘TLRP,Oh_. There are
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npo paths in the network in Figure 11.1. Obviously, before any coalition formation
and merger the paths associated with a given firm have no links in common with
paths of any other firm. This changes when the coalitions are formed, in which case
the number of paths and the sets of paths also change, as do the number of links and
the sets of links, as we demonstrate in Section 11.3. We use P} to denote the set of
all paths from firm ¢ to all the demand markets fori = 1,..., I. There are n po paths
from the firm ¢ node to the demand markets. '
Of course, the path flows must be nonnegative, that is

z,>0, Vpe P (11.4)

The total cost on a link, be it a manufacturing link, a distribution link, or a storage
link is assumed, in general, to be a function of the flows of the product on all the
links. We denote the total cost on link a by ¢, and assume that

¢o = Ea(f), VaeL°, (11.5)

where f is the vector of all the link flows. The total cost on each link is assumed
to be convex and continuously differentiable. The same is assumed for all links that
are added to form the mergers. Observe that the link total cost functions (11.5) are
more general than those in the network models in Chapters 8 and 9 in that the total
cost on a link no linger depends solely on the flow of the particular link. This more
general function can capture competition associated with the particular economic
link activities. For example, there may be competition to secure resources needed
for producing the product. Of course, we are interested in competition between or
among the firms and not within a firm (although that may, of course, occur in certain
situations as between manufacturing plants).

The profit function u; of firm ¢; i = 1, ..., I, is the difference between the firm’s
revenue and its total costs, that is

w=Y prd) 3 ay— Y alh) (1L6)
k=1

peEPY, acl?
Rl\‘

In view of (11.1), (11.2), (11.3), and (11.5), we may write
u = u{x), (11.7)

where z is the vector of all the path flows {z,, p € P°}, and u is the I-dimensional
vector of the firms’ profits.

We now consider the oligopolistic market mechanism in which the I firms produce
and distribute the product in a noncooperative manner, each one trying to maximize
its own profit. We seek to determine a nonnegative path flow pattern 2* for which
the I firms will be in a state of equilibrium as defined next.
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Definition 11.1: Network Cournot-Nash Equilibrium
A product flow pattern x* € Rip ® is said to constitute a network Cournot-Nash
equilibrium if for each firmi; i =1,.... 1

wi(z], 87) > wi(x;. &7), Ve, € Ry, (11.8)

where z; = {{xp}|p € PP} and 2} = (... ¢}_ Tlqe ... TF)

Note that, according to (11.8), a Cournot-Nash equilibrium has been established
if no firm can increase its profits unilaterally.

The variational inequality formulation of the Cournot-Nash [Cournot (1838), Nash
(1950, 1951)] network equilibriumsatisfying Definition 11.1 is given in the following
theorem.

Theorem 11.1: Variational Inequality Formulation of Network Cournot-Nash
Equilibrium

Assume that for each firm i; i = 1,...,1, the profit function u;(x) is concave
with respect to the variables t,; p € P and is continuously differentiable. Then
e Ripo is a network Cournot-Nash equilibrium according to Definition 11.1 if
and only if it satisfies the variational inequality

—Z > dul p—ay) >0, Vrxe R, (11.9)

i=1 pepo

or, equivalently, due to (11.1), (11.2), and (11.3): determine x* € KO satisfving:

I ngp nRa -
)I) DD D kic <AL RE i i LTI ) B L
i=t h=lpePy, 1=1 Be o pepo

vz € K°, (11.10)

where K° = {z|lz € R}™} and Q%;(&)— 2ber? aer? %(rf—)d,lp for paths

»
p€e PP

Proof: Follows directly from Gabay and Moulin (1980) and Dafermos and Nagurney
(1987). Here we have also used the fact that the demand price functions (11.2) can
be reexpressed, in light of (11.1), directly as functions of path flows.

It is interesting to relate this network oligopoly model to the spatial oligopoly
model proposed by Dafermos and Nagurney (1987), which assumed a finite number
of competing manufacturing firms that supplied spatially separated demand markets.
The costs faced by the manufacturing firms included both production costs and
transportation costs.
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Figure 11.2: Network structure of the spatial oligopoly

Corollary 11.1: Relationship between the Network Oligopoly Model and a Spa-
tial Oligopoly

Assume that there are I firms in the network oligopoly model and that each firm has
a single manufacturing plant and a single distribution center. Assume also that the
distribution costs from each manufacturing plant to the distribution center and the
storage costs are all equal to zero. Then the resulting model is isomorphic to the
spatial oligopoly model of Dafermos and Nagurney (1987) whose underlying network
structure is given in Figure 11.2.

Proof: Follows from Dafermos and Nagurney (1987) and Nagurney (1999).

Hence the network oligopoly model, which captures the full supply chain activities,
is an extension of the spatial oligopoly model of Dafermos and Nagurney (1987). Itis
also interesting to note that in the new network oligopoly model there is competition
on the supply and distribution sides as well as on the demand side, because the cost
functions associated with production, with distribution, and with storage may, in
general, depend on not only the flows of the particular firm but also on the flows of
all the firms.

In Dafermos and Nagurney (1987) and in Nagurney (1999) the network structure
of the spatial oligopoly problem is depicted as a bipartite graph with the manufac-
turing assumed to take place at the manufacturing/production nodes. In the network
formalism here, we associate the production with links, and the outputs are hence the
link flows, and Figure 11.2 makes this explicit. Dafermos and Nagurney (1987) also
establish the relationships between spatial Cournot oligopolies and perfectly com-
petitive spatial price equilibrium problems. Nagurney, Dupuis, and Zhang (1994), in
turn, developed a dynamic version of the model of Dafermos and Nagurney (1987)
using projected dynamical systems theory [see also Nagurney and Zhang (1996)].
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Firm 1 Firm I

M

1 I
D!,
Dl, ki

Figure 11.3: Network structure of the classical oligopoly

It is also relevant to demonstrate the relationship between the new network
oligopoly model and the classical Cournot (1838) oligopoly model in quantity vari-
ables, which has been formulated as a variational inequality problem by Gabay and
Moulin (1980) and has been studied by both economists and operations researchers
[cf. Murphy, Sherali, and Soyster (1982), Harker (1984), Flam and Ben-Israel (1990),
Nagurney (1993), and references therein]. Indeed, we have the following corollary,
the proof of which is immediate.

Corollary 11.2: Relationship between the Network Oligopoly Model and the
Classical Oligopoly

Assume that there is a single manufacturing plant associated with each firm in the
above model and a single distribution center. Assume also that there is a single
demand market and that the manufacturing cost of each manufacturing firm depends
upon only its own output. Then, if the storage and distribution cost functions are
all identically equal to zero, the model collapses to the classical oligopoly model in
quantity variables. Furthermore, if I = 2, one then obtains the classical duopoly
model.

The network structure for the classical oligopoly problem is depicted in Figure
11.3. The classical model is an aspatial model because there are no explicit trans-
portation/transaction costs between the firms/manufacturers and the demand market.
In the case of a linear demand price function and quadratic manufacturing total cost
functions (which are separable, that is, the total cost associated with a firm depends
only on that firm’s output), then the equilibrium production pattern can be com-
puted using a special purpose algorithm which is similar to the exact equilibration
algorithm for elastic demand transportation network equilibrium problems with the
special network structure given in Figure 11.3 [see Nagurney (1999)].
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Existence results for both spatial and aspatial oligopoly problems can be found
in Nagurney and Zhang (1996) and the references therein. Typically, either strong
monotonicity or coercivity conditions (cf. Chapter 2) are imposed on the relevant
functions to guarantee existence of a Cournot-Nash equilibrium in such applications.

11.3 MERGERS THROUGH COALITION FORMATION

We now consider mergers through coalition formation. In the literature, usually,
one considers mergers between/among a subset of firms in an oligopoly and then
explores the effect on demands, prices, profits, etc. Here we would like to exhaust
all possibilities in terms of possible mergers through different coalition formations.
Obviously, an extreme situation would occur if all the firms in the industry merge,
leading to the much-studied monopoly case.

Specifically, we assume that coalitions are formed among the [ firms as follows.
The first 729/ firms join to form new Firm 1’, the second group of no firms join to
form Firm 2/, and so on, through the remaining n;/ firms joining to form the I’th firm.
Associated with a coalition formation in the form of a merger, we construct a new
supersource node to represent the new firm, and we construct new links from each
such supersource node, which now becomes an origin node, to the respective top-most
original firm nodes. If firms do not enter into any merger/coalition we simply retain
the original nodes for that firm and retain their top-most nodes as the origin nodes.
In addition, because the newly merged firms now share resources, including their
distribution centers, we now add new links from their original manufacturing nodes
to the other firms’ in the merger distribution center nodes and associate total cost
functions with these new links. For example, in Figure 11.4, we depict a coalition
formation resulting in a merger among the first ny/ firms yielding new Firm 1’ with
the remainder of the firms merging with one another to form Firm na/.

Associated with the coalition formation resulting in a particular set of mergers is a
new graph denoted by G, which consists of the original nodes and links as in G° but
with the new nodes and links [N, £1] to represent the formation of the new firms.

This model is interesting and relevant, because not all firms in an industry neces-
sarily need to merge when a merger occurs. Such a model also allows one to evaluate
the effect of the merger on total costs and profits of firms not associated with the
merger. Moreover, it allows one to explore questions regarding the merger paradox.

We define P};i as the set of paths joining origin node ¢ with demand market Ry,

where i = 1/, 2”: ..., I' with the proviso that we relabel the origin nodes of the
unmerged firms accordingly.

Let z, now denote (cf. Figure 11.4) the nonnegative flow on a path joining an
(origin) node i with a demand market node. Then the following conservation of flow
equations must now be satisfied

dr, = Y p, k=1....ng, (11.11)
pl
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Firm 1/ Firm 2/

Figure 11.4: The network for the mergers of the first 1/ firms and the next na firms

where Ph, = Ui/, .1 Ph, . We let P! denote the set of all paths emanating from
k

node i to the demand markets fori = 1/,..., 1.

The demand price functions remain as in (11.2). The link conservation of flow
equations now take the form

fa - Z ‘rp(sap, Va € ACI, (1112)

pE P!

where P! = Ug=1,..nsPh, -
Of course, as in the preceding model, we must have that the path flows are
nonnegative, that is

x,>0, VpePhL (11.13)

Again, we assume that the new links that correspond to the merger have total cost
functions associated with them; hence

¢a = Calf), Vae L. (11.14)
The new total cost functions on the new links have properties corresponding to those

as in the original links. We retain the original total cost functions on the original
links.
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The profit now for the firms, with the firms renumbered as 7 = 1’...., I’ can be
expressed as

U; = Zka (d) Z Ly — Z Ca(f)s (11.15)
k=1

pEP};;c acLl}
where £} denotes that subset of links in £! corresponding to firm ;i = 1/,.... I".
We can now adapt Definition 11.1 to the merger/coalition setting, in which firms
1',..., I’ compete with one another in a Cournot-Nash setting until the equilibrium
is attained. We impose the same assumptions on the utility functions here as were
imposed on the utility functions in Theorem 11.1.

Definition 11.2: Network Merger Cournot-Nash Equilibrium

A product flow pattern x* € Rip ' is said to constitute a network Cournot-Nash
equilibrium for the particular merger, due to coalition formation, if for firm i; © =
r,....r

np1
wiley, 87) > wi(zs, &), Yz € R, (11.16)
where now, wlo.g. x; = {{zp}p € PlYand i} = (¢},,...,x}_ |, xfq.....xp™)

Theorem 11.2

Assume that for each firm i; ¢ = 1',..., I, the profit function u;(x) given by
(11.15) is concave with respect to the variables z,; p € P} and is continuously
differentiable. Then z* € R:P ' is a network merger Cournot-Nash equilibrium
according to Definition 11.2 if and only if it satisfies the variational inequality

I N
> %x(%—x;)zo, Vo € RLP, (11.17)
P

i=1 pep}
or, equivalently, inview of (11.11), (11.12), and (11.2), determine x* € K, satisfving

I’ nR

S5 Y PR o) - LR S e, ay) 20,

i=1 k=1pep!
R k

vz € K1, (11.18)
where K! = {z|z € R}™"} and here %:—) = Yber! Lace! af:)b—f(j)dap for all
paths p € P},

For existence results for both classical and spatial oligopoly problems, see Nagur-
ney and Zhang (1996). The results therein can be adapted to this more general
oligopoly network setting as well.
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11.4 THE ALGORITHM

In this section, we recall the Euler method [see also (2.54)] for the solution of
both network equilibrium problems governed by variational inequalities (11.10) and
(11.18). Specifically, at an iteration 7 of the Euler method, one computes

X7 = Pe(XT7! —ar F(XT71)), (11.19)

where Py is the projection [cf. (2.56)] on the feasible set I and F is the function
that enters the variational inequality problem: determine X* & K such that

(F(X9)T,X -X") >0, VXeK, (11.20)

where (-, -) is the inner product in N-dimensional Euclidean space, X € R", and
F(X) is an N-dimensional function from K to R", with F'(X) being continuous.
Both variational inequality problems (11.10) and (11.18) can be put into the
standard form (2.19) [or (11.20)]. Recall that for convergence of the Euler method
the sequence {a7} must satisfy >, ar = o0, ar > 0, a7 — 0, as ay — .
Specific conditions for convergence of this scheme to the solution of variational
inequality (11.20) can be found for a variety of network-based problems, similar to
those constructed here, in Nagurney and Zhang (1996) and the references therein.

Explicit Formulae for the Euler Method Applied to the Network Variational
Inequality (11.10)

The elegance of this procedure for the computation of solutions to the network
problems modeled in Section 11.2 can be seen in the following explicit formulae.
Indeed, (11.19) for the network oligopoly problem governed by variational inequality
problem (11.10) yields the following: for all ¢, &, and paths p € Poi

- _ op(zT71) aC,(
IZ = 1nax{0, l;]’— 1+aT (ka (IT 1) Z plade Z b dlp ) )}
=1

(11.21)

Explicit Formulae for the Euler Method Applied to the Network Merger Varia-
tional Inequality (11.18)

In the case of the merger supply chain network problem, the iterative step (11.19)
for the corresponding variational inequality problem (11.18) yields the following
expression: for all 4, k, and paths p € P},

;

nR — Vs -
pu(zT 1) L1 0C@T 7Y
T . T- z
T, :max{O,lp +aT(ka( - ZW P 1_—110_’1;_)}'
I=1 eP}l?l,
(11.22)

In particular, both (11.21) and (11.22) are similar to the iterative step of the Euler
method for elastic demand network equilibrium problems [cf. (2.60)]. Note that


http://

266 NETWORK OLIGOPOLIES AND THE MERGER PARADOX

variational inequality problems (11.10) and (11.18) can also be reformulated in link
flow variables. However, we have provided formulations in path flow variables,
because, computationally, these lead to the above simple and explicit formulae.
Bertsekas and Gafni (1982) also proposed projection methods in path flow variables
for the traffic assignment (network equilibrium) problem, along with convergence
results. It is also worth noting that both (11.21) and (11.22) can be implemented
on parallel architectures, if available [see also Bertsekas and Tsitsiklis (1989) and
Nagurney (1996)].

11.5 NUMERICAL EXAMPLES

In this section, we present three sets of numerical network oligopoly examples of
increasing complexity. In Set 1, reported in Section 11.5.1, we present mergers
associated with oligopoly examples consisting of four firms where each firm has
a single manufacturing plant and a single distribution center and there is a single
retailer/demand market that each of the firms competes in. In Set 2, reported in
Section 11.5.2, we again consider such oligopoly problems but, unlike the problems
in Set 1, the total cost functions on the new merger links are no longer equal to
zero. In Section 11.5.3, we report Set 3 numerical examples, in which we compute
solutions to the mergers of more complex networks with multiple demand markets.

We implemented the Euler method, as discussed in Section 11.4, for each of the
particular supply chain network problems, before and after the mergers. The codes
were implemented in Fortran and the computer system used for the computations was
a Unix system at the University of Massachusetts Amherst. The convergence criterion
and tolerance were | X7 — X7 1| < .001 for all the examples. Specifically, we
assumed that the algorithm had converged of the path flows between two successive
iterations differed by no more than € = .001. The sequence {c7} used [cf. (11.19)]
was .1{1,3,3,%, %, 3,- -, }. This sequence satisfies the condition required of it for
convergence of the algorithm.

11.5.1 Problem Set 1

In this set, we solved oligopolistic network problems both before and after various
mergers.

Example 11.1.1

As described earlier, the original/baseline problem, Example 11.1.1, consisted of four
oligopolistic firms (cf. Figure 11.5). For simplicity, we let all the total cost functions
on the links representing this baseline problem be equal and given by

ea(f) =2f2 4 fo, Vae€L£%i=1,23.4. (11.23)
The demand price function at the single demand market was given by

or, (d) = —dg, + 200. (11.24)
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The Firms

Figure 11.5: Network structure of the four firm oligopoly for Problem Sets 1 and 2

We denoted the paths by py, p2, p3, and py corresponding to Firm 1 through Firm
4, respectively, with each path originating in its top-most firm node and ending in the
demand market node (cf. Figure 11.5).
The Euler method converged to the equilibrium solution
o=z =z = 3:;4 =9.33, dj, =37.33.

P1 p2 p3

The demand market price was pg, (d*) = 162.67. The total cost was 2, 936.50;
the total revenue was 6. 072.79, and the total profit was 3, 136.29. Each firm in this
four firm oligopoly hence earned an individual profit of 784.07.

Example 11.1.1a
We then considered the case of the first two firms in the four-firm oligopoly Example
11.1.1 merging. Recall that, according to Salant, Switzer, and Reynolds (1983), in a
Cournot oligopoly, it is not usually advantageous for quantity-setting firms to merge
unless almost all of them merge. In investigating the merger of two firms out of four,
we clearly do not have the majority merging. We assumed in this merger example,
as well as in the remainder of the examples in Problem Set 1, that the total costs on
the new links associated with the particular merger were all identically equal to zero.
Obviously, this represents an ideal type of merger, in a sense.

Please refer to Figure 11.6 for the network topology associated with this example.
We let path p; now originate in node 1’ but follow then the same sequence of nodes
as path p; in Example 11.1.1; the same for path p,. Paths p3 and p4 remained as in
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Figure 11.6: Network structure for Example 11.1.1a

Example 11.1.1. There were two additional paths associated with new firm 1’ and
we denote these cross-hauling paths, respectively, by paths ps and pg.
The computed equilibrium solution was now

T, =z, =000, =z, = T, =914, =z, =, =11.16

with an equilibrium demand d}, = 40.60. The demand market price was pp, (d*) =
159.40. The total cost was 2,971.56. The total revenue was 6, 472.11, and the total
profit was 3, 500.54. Each firm in the merged firm earned a profit of 998.23, whereas
each of the two unmerged firms earned a profit of 752.04. Thus, each of the “insiders”
gained considerably, whereas the firms that did not merge (the “outsiders”) now had
lower profits than in Example 11.1.1.

Hence, through computations, we were able to construct a simple counterexample
to the ideas set forth in Salant, Switzer, and Reynolds (1983) but in the more general
framework of supply chain network oligopolies.

Example 11.1.1b
We next considered the merger of the first three firms in the oligopoly in Example
11.1.1. The resulting network structure after the merger is given in Figure 11.7.
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Figure 11.7: Network structure for Example 11.1.1b

Again, as in Example 11.1.1a, we assumed that the total cost functions on all the new
links establishing the merger were identically equal to zero.

There are now nine paths joining node 1’ to demand market node R; in Figure
11.7. The computed equilibrium solution was as follows. Each of the original paths
associated with the original first three firms before the merger (but extended to include
node 1’) had flow equal to zero, whereas the flow on each of the new paths resulting
from the merger was 5.22. The flows on the path for the fourth firm, which did not
enter into the merger was 9.15. The demand d, = 40.44 and the demand market
price pg, (d*) = 159.56. The total cost was now 2, 758.85, The total revenue was
now 6,453.71, and the total profit was 3,694.86. Each of the firms in the three-firm
merger now earned a profit of 980.45, whereas the unmerged firm earned a profit of
753.49. Hence for the fourth firm, from a profit perspective, it was better when three
firms, rather than only two, merged. However, the individual profit for the first two
firms was higher when they did not merge with the third firm but merged only with
one another as in Example 11.2.1a.
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Figure 11.8: Network structure for Example 11.1.1c

Example 11.1.1c

This example consisted of all the four firms in Example 11.1.1 merging to form a
monopoly. The total link cost functions on the new links were equal to zero; the
original total cost functions were retained as was the demand market price function
(as we had also done in Examples 11.1.1a through 11.1.1¢). The network topology
for this merger is given in Figure 11.8. There are now 16 paths joining node 1’ to node
R;. The computed equilibrium solution is as follows. The equilibrium path flows
on all the original firm paths (cf. Figure 11.5 but extended to node 1’ as in Figure
11.8) were equal to zero. The flow on each of the cross-hauling paths, of which
there were 12 such paths, was equal to 3.28. The equilibrium demand was 39.38
and the demand market price was 160.62. The total cost was now 2,444.58. The
total revenue was 6, 326.91, and the profit was 3, 882.33. Each firm in the monopoly
earned an individual profit of 970.58. Hence as predicted by economic theory, the
total profit in the monopoly was the highest of all the examples reported here.
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Figure 11.9: Network structure for Example 11.1.1d

Example 11.1.1d

For completeness, we also investigated the merger in the case of a merger of the
first two firms and the merger of the next two firms in Example 11.1.1 yielding the
supply chain network topology in Figure 11.9. We retained the original functions as
in Example 11.1.1 and assigned zero total costs to all the new links.

The computed equilibrium solution was now as follows. The flows on the cross-
hauling paths for each new firms were all equal to 10.94 with the other path flows
all equal to zero. The equilibrium demand was d% = 43.74 and the demand market
price was 156.26. The total cost was 3, 000.82, the total revenue was 6, 835.27, and
the total profit was 3, 834.45. Each firm individually earned a profit of 953.61, which
is lower than that earned in the case of a merger to a monopoly as in Example 11.1.1c.

In Table 11.1, we present a summary of the results for Examples 11.1.1. 11.1.1a
through 11.1.1d.
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Table 11.1: Summary of results for Problem Set 1

Measure Ex. 11.1.1 | Ex. 11.1.1a | Ex. 11.1.1b | Ex. 11.1.1c | Ex. 11.1.1d
Total Profit 3,136.29 3.500.54 3,694.86 3,882.33 3,834.45
Total Cost 2,936.50 2,971.56 2,758.85 2,444.58 3,000.82
Total Revenue | 6,072.79 6.472.11 6,453.71 6,326.91 6.835.27
Equ. Demand 37.33 40.60 40.44 39.38 43.74
Equ. Price 162.67 159.40 159.56 160.62 156.26

11.5.2 Problem Set 2

In the second problem set, we, again, used Example 11.1.1 as a baseline, and we
constructed Examples 11.2.1a through 11.2.1d to mimic Examples 11.1.1a through
11.1.1d, respectively, with the proviso that the new links for the particular mergers
no longer had associated zero total costs, but rather all now had associated total cost
functions as in (11.23).

Next we report the computed path flows, etc., and in Table 11.2 we provide a
summary of the results for the examples in Problem Set 2.

Example 11.2,1a

This merger corresponded to the merger of the four oligopolistic firms depicted in
Figure 11.6. The computed equilibrium path flows were now as follows. The flows
on all the paths corresponding to the new Firm 1’ were equal to 4.00 whereas the flow
on the path of each unmerged firm was 9.47. The equilibrium demand was 34.94 and
the demand price was 165.05. The total cost was 2, 743.91. The total revenue was
5, 768.47, and the total profit was 3, 024.55. The profit for each merged firm was now
704.57 and the profit for each unmerged firm was 807.70. It is quite interesting to
compare these results with those obtained in Example 11.1.1a, in which the firms in
the merger profited substantially, whereas those who were not in the merger lost out
as compared to the individual profits in the four firm oligopoly Example 11.1.1 before
the the mergers. Note that in this merger example, in contrast to Example 11.1.1a,
there were now non-zero total cost functions associated with the merger links. In
contrast to the results obtained for Example 11.1.1a, the firms now in the merger had
the individual profits reduced from 998.23 to 704.57, whereas the two firms who did
not enter into the merger each had its profits grow from 752.04 to 807.70.

Example 11.2.1b

This merger corresponds to the network in Figure 11.7. The equilibrium path flows
associated with the newly merged firm were all equal to 2.65. There were nine such
path flows. The path flow for the unmerged firm was 9.56. The equilibrium demand
was 33.41 and the equilibrium demand price was now 166.59. The total cost was
2,530.71. The total revenue was 5, 565.32, and the total profit was 3,034.61. The
profit for the unmerged firm was 823.24. The profit for each of the three merged
firms was 737.12. In this example, the outsider clearly gained by not entering into
the merger.
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Table 11.2: Summary of results for Problem Set 2

Measure Ex. 13.1.1 | Ex. 13.2.1a | Ex. 13.2.1b | Ex. 13.2.1c | Ex. 13.2.1d

Profit 3,136.29 3,024.55 3,034.61 3,040.47 2,937.62

Total Cost 2,936.50 2,743.91 2,530.71 2,225.56 2,506.12

Revenue 6,072.79 5,768.47 5,565.32 5,266.03 5,443.74

Equ. Demand 37.33 34.94 3341 31.20 32.50

Equ. Price 162.67 165.05 166.59 168.80 167.50
Example 11.2.1¢c

This merger corresponds to the network in Figure 11.8 and represents a merger of the
four firms in Example 11.1.1 to a monopoly. The equilibrium path flows were now
all equal to: 1.95 and the equilibrium demand was 31.20 with an equilibrium price
of 168.80. The total cost was 2,225.56. The total revenue was 5, 266.03, and the
total profit was 3,040.47. Hence the profit of each of the original firms was 760.10,
which is lower than before the merger but, understandable, because we now, unlike
in Example 11.1.1c, have non-zero total cost functions associated with the merger
links.

Example 11.2.1d

This merger corresponds to the network in Figure 11.9. Each of the path flows was
now 4.06 with a demand of 32.50 and a demand price of 167.50. The total cost was
2,506.12. The revenue was 5,443.74, and the profit was 2, 937.62. The individual
profit was, thus, 734.40, which is lower than in Example 11.1.1d, in which the merger
links have zero associated total cost functions.

In Table 11.2, we present a summary of the results for Examples 11.1.1. 11.2.1a
through 11.2.1d.

The examples in Problem Sets 1 and 2, although stylized, nevertheless, demon-
strate the power of being able to solve a spectrum of mergers associated with
oligopolistic firms and to explore the effects of such mergers on individual firm
profits. Also, the availability of appropriate algorithms that are easy to implement
allows one to investigate questions associated with the effects of different costs
associated with merger links.

Obviously, the depiction of these problems as network problems greatly facilitates
both the possible computational procedures and the ease of the investigation of
different mergers that are associated with different network topologies and different
costs associated with the new merger links.

11.5.3 Problem Set 3

In this subsection, we continued our computational/numerical experiments. In this
set, we solved pre- and post-merger problems consisting of four firms and two demand
markets. These examples were more complex than those reported earlier.
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Example 11.3.1
In this example, we, again, considered four firms competing in an oligopolistic
manner. The total cost functions on each of the links was given by

éa(f):2f3+faa Va € L.

However, rather than a single demand market, we now had two demand markets.
The demand price function associated with the first demand market was as in (11.24).
The demand price function for the second demand market was

pry(d) = —dg, + 100. (11.25)

The Cournot-Nash equilibrium solution consisted of each firm in the oligopoly
supplying demand market R; an amount 9.33 of the product and each supplying
demand market R, an amount: .00 of the product. The total cost was 2, 935.94, the
revenue was 6,072.54, and the profit hence was 3, 136.59 with each firm earning a
profit of 784.15. The demand market price at B; was 162.67 and at Ry: 100.00.

Example 11.3.1.1
We then assumed that the demand for the product at the second demand market
increased, so that (11.25) was now

pro(d) = —d g, + 300, (11.26)

with the remainder of the data unchanged.

The new computed equilibrium solution was: each firm in the oligopoly produced
and shipped an amount 1.91 of the product to demand market R; and an amount:
13.00 to demand market R5. The total cost was now 6, 954.69. The total revenue
was 14, 365.24, and the total profit was 7,410.55, with each individual firm earning
a profit of 1,852.64. The demand price at demand market R; was: 192.37 and the
demand price at R was: 248.00.

Example 11.3.2

Example 11.3.2 was a partial merger problem. We assumed that the first two firms
in Example 11.3.1.1 formed a coalition and merged. Also, we assumed that the new
links associated with the merger (the top-most links and the added distribution links
between the first two original firms) had total cost functions that were all equal to
zero. The total cost was now 7,425.73, the total revenue was 15, 902.39, and the
total profit was 8, 476.66. The newly merged firm supplied demand market R; at an
amount of 4.90 on each of its two cross-hauling (new) paths, and supplied demand
market Ry at a level of 14.47 on the same two paths. Each of the unmerged two
firms supplied R; at a level of 1.53 and R; at an amount 13.09 of the product. The
demand market price at R; was 187.47 and was 244.89 at R>. Note that the profit
now was substantially higher than that in Example 11.3.1.1.

The profit of each of the two unmerged firms was now 1, 804.13 whereas the
profit of each merged firm was 2, 434.20, a value significantly higher than before the
merger.

Again, we have constructed a relatively simple example for which the “insiders”
in the merger gain. We were able to accomplish this through the powerful tool of
computational methods and numerical experimentation.
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11.6 SUMMARY AND CONCLUSIONS

In this chapter, we developed a network framework in an oligopolistic setting that
allows one to explore mergers formed through coalitions among the competing firms.
We formulated all the network problems uniformly as variational inequality problems
and then proposed an algorithm, which fully exploits the underlying structure of these
problems and yields closed form expressions at each iterative step. We conducted
extensive computational experiments to explore issues surrounding what has been
termed in the literature as the merger paradox.

The network formalism proposed here, which captures competition on the pro-
duction, distribution, and demand market dimensions, enables the investigation of
economic issues surrounding mergers and the associated costs, revenues, and profits.
In addition, it allows for the identification of special cases of oligopolistic market
equilibrium problems, spatial, and aspatial, through the underlying network structure,
that have appeared in the literature. Furthermore, the network structure allows one
to visualize graphically the problems both before and after the particular mergers
and to assign costs as relevant. It is important that this chapter illustrates the power
of computational methodologies for exploring issues regarding competing firms and
possible mergers before any actualization of mergers.

The research in this chapter can be extended in several directions. One can
construct multiproduct versions of the oligopolistic supply chain network models
developed here, and one can also consider international issues concerning mergers and
acquisitions. Obviously, further computational experimentation as well as theoretical
developments would also be of value, but we leave such research questions/problems
for the future.

11.7 SOURCES AND NOTES

Nagurney (2008a) developed an oligopolistic supply chain network framework for
mergers and acquisitions, that was subsequently extended in Nagurney (2008b) to
more general total cost and demand price functions. This chapter is based on the
latter paper. The former paper also contains additional theoretical results that enable
one to determine whether a merger in the case of a duopoly will be profitable, based
on the total costs associated with the new merger links and the demand price function
at the demand market.

Note that Part I1I of this book deals with synergies associated with network inte-
gration through mergers and acquisitions in terms of cost savings. On the other hand,
Part IT of this book deals with the opposite: the efficiency lost and the associated cost
increments after network components are eliminated or partially damaged. Although
seemingly different, we believe that they are intimately related in that both concepts
provide valuable insights into the protection and enhancement of network systems
on which our societies and economies critically depend.
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In this appendix, we review the fundamentals of optimization theory at a level used
in this book. The goal of this appendix is to provide the reader who may not be as
familiar with the fundamentals of optimization theory with the basic mathematical
background needed for an adequate understanding of the models in this book. The
reader may skip this appendix at first reading and refer back to it as needed.

We first recall some basic definitions and results from convexity theory and math-
ematical optimization at a level that is relevant to the material presented in this book.
The results are standard. For a more detailed presentation of the aforementioned
areas, we refer the reader to Bradley, Hax, and Magnanti (1977), Bazaraa, Jarvis, and
Sherali (1990), Bazaraa, Sherali, and Shetty (1993), and Nagurney (1999).

Definition A.1: A Convex Set
A set K C RV is called a convex set if, given any two vectors X| and X3 in K,
AX1+ (1= NXs € K, forevery A € [0,1].

In the case of two dimensions, that is, when one is dealing with a set € R?, a

set is convex if the line that connects any two points in that set also lies in the interior
of that set.

276
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Example A.1: A Convex Set
For example, consider the set K consisting of 1, ra, such that .r; > 0 and 25 > 0.
Moreover, assume that z; and x5 must also satisfy the constraint

I+ 20 < 5.

Clearly, the set X is convex.

Certain functions that arise often in the models developed in this book are now
defined.

Definition A.2: A Continuous Function
A function f - K — R is said to be continuous at X € K, if for any given ¢ >
there isa § > 0, such that ) € K and (|4 — X|| < 8, imply that | f() — f(X)| < e.

Definition A.3: A Differentiable Function

Consider a nonempty set K such that K C RY, a column vector X lying in the
interior of K, and let f be a function such that f : K — R. Then f is said to be
differentiable, if there exists a column vector V f(X) € R", called the gradient of f
at X, and defined as

(4.1)

VHX)T = <5f(X) 9f(X) af(X)> ’

X, T 90X, T 0Xy
and a function 3(X;y) — 0asy — x such that
Fy) = FX) (VAT (v = X)) + lly = XIIB(X3 ). Vyek, (A2

where (-, -) denotes the inner product in the N -dimensional Euclidean space.

Definition A.4: A Twice Differentiable Function

The function f is said to be twice differentiable at X if, in addition to the gradient
vector, there exists an N X N matrix H(X), called the Hessian matrix of the function
fat X, defined as

0% f 0°f o f
OX.pX1 OX9X: ' DX DX«
o°f 9°f 9 f
i = axg.axl axﬁzaxg o BXQ?XN (A.3)
02 ' ' o2
dXNOX, e X NOXn
and a function 3(X;y) — Oasy — X such that
fly) = F(X) +(VFX)T. (y - X))
1
+5 =X HX) (y = X) +lly - XIPA(X:p), vyek. (A4

2
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Example A.2
An example of a twice differentiable function in two dimensions is f(z) = 8z{4-5z5.

Definition A.5: Convex and Concave Functions

Let IC be a nonempty convex set and consider a function f : K — R. Then the
Sunction f(X) is said to be a convex function on K if for any two distinct points
X1, X2 € K, and for all A € [0,1], the following holds

FIAX2 + (1= X) Xq] < Af(X2) + (1 - A) f(X0). (A.5)

The function f is said to be strictly convex on K if the above inequality holds as a
strict inequality. A function f(X) is said to be concave (strictly concave) if — f(X)
is convex (strictly convex).

In two dimensions, a function f{X') is convex (concave) if a line segment joining
any two points [X1, f(X1)], [X2. f(X2)] on the surface of f(X) lies on or above
(below) that surface.

The previous definition can be used to determine whether a function is convex
or not. For example, if one assumes that the function f(X) is continuous and that
it has second-order partial derivatives over K, then an alternative way to determine
whether a function is convex or not is to evaluate whether the Hessian of the function
is positive semidefinite or not. In particular, if the Hessian matrix H of second-order
partial derivatives is positive semidefinite, then f(X) is convex; if H is negative
semidefinite, then f(x) is concave. Recall that a matrix is positive (negative) definite
if all its eigenvalues are positive (negative) or if all of its principal determinants have
positive (negative) value. A matrix is positive semidefinite if all its eigenvalues are
nonnegative as are all of its principal determinants.

Example A.3: A Convex Function
Consider the function f(x1,z2) = 922 + 723, whose Hessian matrix is

18 0
F=(g )

This Hessian matrix is a diagonal matrix with positive elements on the diagonal
and hence it is positive definite, so f is clearly convex and, in fact, it is strictly convex.

Definition A.6: Quasiconvex and Quasiconcave Functions

Let K be a nonempty convex set and consider a function f : K — R. The function
f(X) is said to be a quasiconvex function on K, if for any two distinct points
X1, X2 € K, and VA € [0, 1], we have

F2X2 + (1= X)) Xh) < maximum (f(X1), f(X2)).

The function f(X) is said to be quasiconcave on K if — f(X) is quasiconvex.

Definition A.7: Pseudoconvex and Pseudoconcave Functions
Let K be a nonempty convex set and consider a function f : K — R, which is
differentiable on IC. Then the function f(X) is said to be a pseudoconvex function
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on K, if for any two distinct points X1, Xo € K, with (Vf(X)T, X3 — X1) > Owe
have f(X2) > f(X1).
The function f(X} is said to be pseudoconcave on K if — f(X) is pseudoconvex.

We now present some of the fundamentals of optimization theory in addition to
some of the concepts and ideas that are used throughout this book.

An optimization problem in R" is a problem in which one seeks to optimize a
function f, which is said to be the objective function, subject to some constraints.
For example, an objective function may represent profits to be maximized or costs
or risk to be minimized (or a combination thereof, as in the case of multicriteria
decision-making problems). Constraints, in turn, can reflect budget or other resource
constraints as well as nonnegativity constraints that occur frequently in network
problems. For example, in network problems, flows tend to be nonnegative because
they correspond to vehicles, telecommunication messages, products, prices, etc. A
point X© € RV is called a feasible solution to the optimization problem if it satisfies
all the constraints of the problem. Moreover, a point X* € R" is called an optimal
solution to the optimization problem if it is a feasible solution and it provides the best
possible value for the objective function.

There are different classes of optimization problems, depending on the structure of
the objective function and the constraints. If the objective function is linear, as are the
constraints, and the variables are continuous (rather than discrete), then the problem
is a linear programming problem, whose principal method of solution is the simplex
method [see Bazaraa, Jarvis, and Sherali (1990)]. On the other hand, if either the
objective function or the constraints are nonlinear expressions of the variables, then
the problem is a nonlinear programming problem. For further details, see Bazaraa,
Sherali, and Shetty (1993). Clearly, the classic system-optimization problems as well
as the optimization reformulation of the symmetric user-optimization problem (see,
e.g., Chapters 2 and 8 through 10) are nonlinear programming problems.

On the other hand, if one or more of the variables in a problem are constrained to
be discrete, that is, to take on integer values, then one has an integer programming
problem at hand. We do not consider such problems in this book.

We discuss important conditions for optimality, but we first present some basic
definitions.

Definition A.8: Global Maximum and Minimum
The function f : K — RY is said to take its global maximum at point X* if

f(X) < f(X*), VX €K, (0.6)
Similarly, the function f : K — R" is said to take its global minimum at point

v if
f@) > fW"), vgek. (A7)

Definition A.9: Local Maximum and Minimum
The function f : K — RY is said to take its local maximum at point X* if there exists
a § > 0 such that for every X # X* that belongs to K and is in a §-neighborhood
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of X*, the following holds
f(X) < fIX"), VX e(KNB(X".4). (A.8)

where B(X ™, §) denotes the ball with center X* and radius 4.

Similarly, the function f : K — RY is said to take its local minimum at point
W™ if there exists a § > 0 such that for every v # * that belongs to K and is in a
d-neighborhood of 1*, the following holds

f) 2 f("), Ve e (KnBE"5). (A4.9)

Karush-Kuhn-Tucker (KKT) Conditions

Karush (1939) and Kuhn and Tucker (1951) independently proposed a set of nec-
essary and sufficient conditions for an optimal solution of a general mathematical
optimization problem. Their work provided the mathematical framework on which
the qualitative theory as well as the computational methods in optimization have been
based. A compact presentation of these conditions is given for reference purposes.

Karush-Kuhn-Tucker Necessary Conditions

Let K be a nonempty open set such that X C R™, and let {f : RN ~ R},
{gi : RN — R} fori = 1,2,...,m,and {h; : RN — R} for j = 1,2..... t.
Consider the general optimization problem of the following form

Minimize f(X)
subject to:
gi(X) <0, for i=1,2,...,m,
hiy(X)=0, for j=12...,¢t
X e K.

Let X* be a feasible solutionand let I = {i : g;(X*) = 0}. Furthermore, assume
that f and g; are differentiable at X™* for ¢ € I and that the g; are continuous at
X* for i € I. Finally, assume that the h; are continuously differentiable at X*
for all j = 1,2,...,t. Further, suppose that Vg;(X*) fori € I and Vh;(X*)

forj = 1,2,...,t are linearly independent. If X* locally solves the minimization
problem then there exist unique scalars v} fori € I, and 7 forj = 1,2,....¢, such
that ,
VX)) + > o Vgl X*) + Y v Vh(X*) =0, (A.10)
i=1 7=1
vigi(X*) =0, fori=1,2,...,m, (A.11)
vy >0, fori=1.2,....m. (A.12)

The scalars v} and 7} are called Lagrange multipliers. Note that there is one La-
grange multiplier associated with each constraint and that they represent the marginal
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rate of change in the objective function f with respect to each per unit change in the
right-hand side of the corresponding constraint. Lagrange multipliers have important
economic interpretations, as revealed in different supply chain network models that
are presented in Chapters 8 through 10 in this book.

Any point that satisfies the KKT conditions is called a KKT point.

As mentioned earlier, in the case of network optimization problems. nonnegativity
constraints are imposed on the variables, thatis, X > 0. Clearly, the KKT conditions
that were just presented will still hold. Many times, however, for reasons of con-
venience and simplicity, the Lagrange multipliers associated with the nonnegativity
constraints are eliminated, and the conditions are reduced to

m t
VAX*)+ Y 0Va(X™) + > 1] Vhi(X") > 0, (A.13)

i=1 j=1

, T
Vf(X*)+Zv;‘Vgi(X*)+Z'y;Vh,j(X*) X =0, (A.14)
i=1 i=1

vigi(X*) =0, fori=1,...,m, (A.15)
v; >0, fori=1,....m. (A.16)

A geometric interpretation of the KKT conditions is that a vector X* is a KKT
pointif and only if —V f(X*) lies in the cone spanned by the gradients of the binding
constraints, that is, those constraints that hold as equalities.

Karush-Kuhn-Tucker Sufficient Conditions

Let K be a nonempty open set such that X C RY, and let {f : RN ~ R},
{g; : RN — R} fori = 1,2,..., m, and {h; : RN — R} forj = 1,2,....t.
Moreover, consider, again, the general optimization problem of the following form

Minimize f(X)
subject to:
gi(X) <0, for i=1,2,...,m,
hj(X)=0, for j=1,2,....t,

Let X* be a feasible solution, and let I = {i : ¢;(X™*) = 0}. Assume that the
KKT conditions hold at X*. In other words, assume that there exist scalars 7; > 0
withi € Tand%; withj = 1,2,.. ., t. such that

t
VAX™ )+ TiVe(X*) + > 7, Vh(X") =0. (A.17)
j=1

iel

LetJ = {j:%; >0}and L = {j : 9; < 0}. Further, suppose that f is pseudoconvex
at X, the constraints g; are quasiconvex at X* for ¢ € I, h; is quasiconvex for the
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j € J and quasiconcave for the j € L. Then X~ is a global optimal solution to the
general minimization problem.

For a maximization problem, the KKT conditions are similar, where now the
function f has to be pseudoconcave.

Definition A.10: Lagrangian Function
Consider, once again, the general minimization problem described previously. Then
the function such that

m

t
O(X.v.7) = f(X) + > vigi(X) + D yh;(X) (A.18)
i=1 j=1

is said to be the Lagrangian function of the general optimization problem.

Ifwe let X* be a KKT point to the general optimization problem with v, v* being
the Lagrange multipliers that correspond to the constraints of the problem, then the
Sfunction

L(X) = ¢(X,0"7") = f(X) + Y _vig(X) + Y _jhi(X)  (A19)
el i=1

is said to be the restricted Lagrangian function.

Let V2L denote the Hessian of (A.19). Then if V2L is
e positive semidefinite for all X in the feasible set, X* is a global minimum;

e positive semidefinite for all X in the feasible set and in a d-neighborhood
B(X*,d),forad > 0, X* is alocal minimum;

e positive definite, X* is a strict local minimum.
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Glossary

This is a glossary of symbols used in this book. Others symbols are defined in the
text. A vector is assumed to be a column vector unless noted otherwise.

an element of

subset of

subset of or equal to

union, intersection

for all

there exists

the real line

Euclidean N-dimensional space

5

ZC!:Uz’;ULU<C|ﬁmm

=

Euclidean N-dimensional space on the nonnegative orthant
such that; also |

is equivalent to

maps to

tends to

composition

+

TeoLTms

EXON a:?)% length of 2 € RY with components (a1, 72,...,7n)

zT transpose of a vector

307
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GLOSSARY

(T, x)

argminzex f ()
AT
A—l

H

LQ

inner product cf vector x in R™

where (7, 2y =22 + ... + 2%

also denotes the inner product of x

absolute value of y

a closed interval; an open interval in R

gradientof f: RN + R

the N x N Jacobian of a mapping F : RN — RV
partial derivative of f with respectto x

the set of x € K attaining the minimum of f(x)

transpose of the matrix A

the inverse of the matrix A

integral

A Hilbert space is a vector space H with an inner

product (7', g} such that the norm defined by |g]

= /{(f7T, f) turns H into a complete metric space

the set of all functions f : R — R such that the integral of
f? over the whole real line is finite; L? is an example

of an infinite-dimensional Hilbert space; RV is an example of a
finite-dimensional Hilbert space
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INDEX

accessibility index, 88 centrality measure:
algorithms: betweenness centrality using flows, 51
equilibration, 33-37, 4244 closeness, 50-51
Euler method, 38-39 degree. 50
modified projection method. 38 edge betweenness, 51
projection method, 37 eigenvector centrality. 51
Anaheim network, 95-96 flow centrality. 51
Asian: shortest-path betweenness, 50
flu crisis, 138 centralized decision-making, 30
tsunami, 247 CO emission function, 99
coercivity condition, 17
blackout, 3, 183 competition, 48, 117, 135, 140, 151, 232,
BPR, see Bureau of Public Roads link cost 254, 258, 260
function complex network, 5. 137
Braess: concave function, 278
network, 60-61, 70 congestion, 13, 86
paradox, 60-61 continuous function, 277
dynamic, 178182 convergence, 36, 37, 38, 40, 41
Bureau of Public Roads link cost function, 66 convex function, 278
convex set, 276
capacity: cooperation, 48, 117, 232, 249
degradation, 88, 100, 101 cost functions:
freight, 6, 86 Bureau of Public Roads. 66
increment ratio, 67, 73 Davidson, 66
investment, 7, 67 handling, 121
retention ratio, 65, 72, 100 expected, 121
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variance, 121
M/M/1 delay, 67
power generating, 184
production, 119
expected, 119
variance, 119
random parameters, 117, 126
total, 30, 72, 196, 217, 258
transaction, 119, 123, 143, 144
transportation, 119-120, 122, 259
expected, 120
variance, 120
user link, 20
cost minimization, 30, 218, 219
crisis:
Asian flu, 138
economic 10, 115
financial, 8, 10, 115, 137-138
freight capacity, 6, 86
SARS, 138
critical infrastructure, 3. 7, 81, 110, 126. 139,
151, 183
Cyclone Nargis, 3. 12

Davidson function, 66
decentralized decision-making, 18-19
decision-making:
centralized, 30
decentralized, 18-19
network equilibrium, 21
degradation:
capacity, 88, 100, 101
transportation network. 6, 86, 88, 100
demand:
elastic, 25-26
expected, 122
fixed, 20
functions, 25, 130, 145
random, 117, 124
time-varying, 173, 174
deterioration, 9, 49, 55, 73, 86
differentiable function, 277
twice, 277
disaster: 4, 53, 85, 109, 114, 139, 166, 247-
249
management, 4-5
relief. 5, 248-249
disruptions, 3, 9, 87, 114-115, 166
distributors, 201, 236
disutility function, 20, 25
dynamic:
Braess paradox, 178
electric power supply chain, 184
Internet, 168-173
network efficiency, 174

network equilibrium, 170

earthquake:
San Francisco, 139
Sichuan, 3
Taiwan, 166
economic crisis, 10, 115
efficiency/performance. see network perfor-
mance/efficiency
elastic demand, 25-26
electric power:
blackout. 3, 183
supply chain network, 184
emission:
CO function, 99
functions, 217
total emissions synergy, 222
transportation-based, 87
environmental impact assessment index:
under S-O flow pattern, 100
under U-O flow pattern, 100
environmental link importance:
under S-O flow pattern, 101
under U-O flow pattern, 101
equilibration algorithms, 33-37, 4244

equilibrium:
decentralized networks, 21, 25
financial, 145

Nash, 19, 120, 143, 254, 259
network merger Cournot-Nash, 264
supply chain, 124
traffic network, 19
Euler method, 38-39
evolutionary variational inequality, 168--170
existence theorems:
evolutionary variational inequality, 171
variational inequality, 17, 18

feasible solution, 279

financial:
contagion, 138
crisis, 8, 10, 115, 137-138
equilibrium, 146
flows, 142
intermediation, 141
management, 145
networks, 141
performance, 149
risk, 143-144
vulnerability, 139

fire, 7, 114

fixed demand, 20

flows, 20

fragility, 3, 6, 115, 247

freight capacity crisis, 6, 86
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function:
CO emission, 99
concave, 278
continuous, 277
convex, 278
cost, see cost functions
Davidson. 66
demand, 25, 130, 145
disutility, 20, 25
emission, 217
Lagrangian, 282
latency, 73
M/M/1 delay, 67
objective, 279
profit, 258
pseudoconcave, 278-279
pseudoconvex. 278-279
quasiconcave, 278
quasiconvex, 278
strictly concave, 278
strictly convex, 278
twice differentiable, 277

global maximum, 279

global minimum, 279

globalization, 8, 113, 115, 134, 137-138, 192,
215

gradient. 15, 277

handling cost, 121

Hessian matrix, 277

horizontal merger synergy, 203
humanitarian logistics, 30, 247-250
Hurricane Katrina, 3, 8. 85. 115, 139

importance of network components:
dynamic network, 175
environmental link, 101
financial network, 152
under decentralized decision-making, 56
index:
accessibility, 88
disruption, 88
environmental impact assessment, 100
relative total cost, 72
vulnerability, 88
infrastructure, see critical infrastructure
integer programming, 279
integration:
supply chain, 213, 231
Internet, 168-173
disruptions, 9, 166
investment:
capacity, 7. 67
funds, 141
infrastructure network, 7
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Jacobian matrix, 16, 18

Karush-Kuhn-Tucker conditions, 280-282
necessary, 280-281
sufficient, 281-282

KKT point, 281

Lagrange multipliers, 280

Lagrangian function, 282

latency function, 73

LLatora and Marchiori network efficiency mea-
sure, 52

linear programming, 279

Lipschitz continuity, 18, 38

local maximum, 279-280

local minimum, 279-280

management:
disaster, 4-5
financial, 145
infrastructure, 3
supply chain, 215
manufacturers, 118-120
marginal total cost, 31, 219
matrix:
Hessian, 277
Jacobian, 16, 18
negative definite, 278
positive definite, 16, 278

maximum:
global, 279
local, 279-280

mergers and acquisitions, 191, 213, 253
coalition, 262-264
Cournot-Nash equilibrium, 264
supply chain models:
post-merger, 198-203.219, 221, 235~
237
pre-merger. 194-198, 219-221. 233-
235
merger paradox, 254
minimum:
global, 279
local, 279-280
Minneapolis bridge collapse. 3
M/M/1 delay function, 67
modified projection method, 38
monotonicity, 17
strict, 17
strong, 18, 262
multiclass networks, 24, 45, 112, 170, 240
multicriteria decision-making, 216-218
multimodal networks, 24, 45, 112, 240
supply chain, 117
multiproduct supply chain, 237
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multiproduct supply chain integration synergy,
237

Nash equilibrium, 19, 120, 143, 254, 259
negative definite matrix, 278
network:
Anaheim, 95-96
Braess, 60-61, 70
complex, 5, 137
dynamic, 168-173
electric power supply chain, 184
financial. 141-148
Internet, 165, 168-173
merger Cournot-Nash equilibrium. 264
scale-free, 5
Sioux Falls, 91-92
small-world, 5, 55
supply chain, 118~125
transportation, 19, 53, 85
uncongested, 32
weighted, 51
network economics, 255
network equilibrium:
dynamic, 170
elastic demands, 25-26
financial, 145
fixed demands. 21
merger Cournot-Nash. 264
supply chain, 124
traffic, 19
network oligopoly model, 256-261
network performance/efficiency:
dynamic network, 174
financial network, 149
supply chain, 125, 127
unified measure, 53
network robustness:
relative total cost index:
under S-O flow pattern, 72
under U-O flow pattern, 72
supply chain, 126
under decentralized decision-making, 65
noncooperative behavior, 19, 120
nonlinear programming, 279

objective function, 279
oligopoly:
classical, 261
network model, 256-261
spatial. 260
optimal solution, 279
optimization:
system, 19, 30, 196
user, 19, 20
optimization theory. 276-282

paradox:
Braess. 60
dynamic. 178
merger, 254
performance/efficiency, see network perfor-
mance/efficiency
positive definite matrix, 16, 278
post-integration, see post-merger supply chain
post-merger supply chain, 198-203, 219-221,
235-237
power generating cost, 184
power generators, 184
power suppliers, 184
pre-integration, see pre-merger supply chain
pre-merger supply chain, [94-198, 216-219,
232-235
price of anarchy, 73
prices:
recovery of, 125
shadow, 148
production cost, 119
production processes, 119
profit function, 258
profit maximization. 234, 236, 258, 264
programming:
integer, 279
linear, 279
nonlinear. 362
projection method, 37
pseudoconcave, 278-279
pseudoconvex, 278-279

quadratic programming, 37, 42
quasiconcave function, 278
quasiconvex function, 278

random:
cost parameters, 117, 126
demand, 117. 124
relative total cost index:
under S-O flow pattern 72
under U-O flow pattern, 72
reliability, 5, 116, 161, 167, 187
resilience, 126, 167
retailers, 121-122
risk:
financial, 115
investment, 231
management. 145
supply chain, 116
robust optimization, 50
robustness:
relative total cost index:
under S-O flow pattern, 72
under U-O flow pattern, 72
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supply chain network, 126

system, 49

transportation network, 66, 72

under decentralized decision-making, 65

SARS crisis, 138
scale-free network, 5
shadow prices, 148
Sioux Falls network, 91-92
small-world network, 5, 55
solution:
feasible, 279
optimal, 279
source agents, 141
strict monotonicity, 17
strictly concave, 278
strictly convex, 278
strong monotonicity, [8, 262
supernetwork, 135, 184185
supply chain:
disruptions, 114117
equilibrium, 124
integration, 213, 231
management, 215
multiproduct, 237
network, 113-125
network equilibrium, 124
performance measure, 125, 127
post-merger, 198-203, 219-221, 235~
237
pre-merger, 194-198, 216-219, 232-
235
robustness measure, 126
system-optimization, 196
vulnerability, 116
weighted performance measure, 127
synergy:
horizontal merger, 203
multiproduct supply chain integration,
237
total cost, 203. 222
total emissions synergy, 222
total generalized cost, 222
system robustness, 49
system-optimization, 19, 30
supply chain, 196

terrorist attacks, 5, 9, 87, 138, 166, 186
total cost, 30, 72, 196, 217, 258

total cost synergy, 203, 222

total emissions synergy, 222

total generalized cost synergy, 222
traceability, 163

traffic network equilibrium, 19
trajectory, 173, 181
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transaction cost, 119, 122, 143, 144, 184
transportation cost. 119-120, 122, 259
transportation network, 19, 53, 85
degradation, 6. 86, 88, 100
robustness, 66, 72
vulnerability. 88
twice differentiable function, 277

uncertainty, 50, 118. 124, 126, 187, 216, 248

uncongested network. 32

unified network performance/efficiency mea-
sure, 53

uniqueness theorems. 18

user link cost, 20, 23

user-optimization. 19. 20

variational inequality:
evolutionary, 171
finite-dimensional, 15
geometry, 5
relationship to optimization, 15
theory, 14-18
existence of a solution, 17, 1§
uniqueness of a solution, 18
time-dependent, 171
existence of a solution, 171
variational inequality formulation:
elastic demand networks, 25-26
financial network equilibrium. 146-147
fixed demand networks. 21
network Cournot-Nash equilibrium, 259
post-merger supply chain, 199-200, 201,
202-203, 221, 237
pre-merger supply chain, 197, 219,
supply chain network equilibrium, 1
vulnerability, 1. 5. 50, 82, 138
financial network, 138-139
supply chain, 116
transportation network, 88
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o
£

Wardrop's:
first principle, 19
second principle. 19
weights, 120~121, 127, 218
weighted networks, 51
weighted supply chain performance measure,
127
West Coast port lockout, 114
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