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For many civilian, security, and military applications, distributed and networked 
coordination offers a more promising alternative to centralized command and 
control in terms of scalability, flexibility, and robustness. It also introduces 
its own challenges. Distributed Networks: Intelligence, Security, and 
Applications brings together scientific research in distributed network 
intelligence, security, and novel applications. The book presents recent trends 
and advances in the theory and applications of network intelligence and helps 
you understand how to successfully incorporate them into distributed systems 
and services.

Featuring contributions by leading scholars and experts from 
around the world, this collection covers: 

• Approaches for distributed network intelligence
• Distributed models for distributed enterprises, including forecasting 
 and  performance measurement models
• Security applications for distributed enterprises, including intrusion 
 tackling and peer-to-peer traffic detection
• Future wireless networking scenarios, including the use of software 
 sensors instead of hardware sensors
• Emerging enterprise applications and trends such as the smart or 
 standard and innovative concepts for human–machine interaction 
 in the operating room

Several chapters use a tutorial style to emphasize the development process 
behind complex distributed networked systems and services, which highlights 
the difficulties of knowledge engineering of such systems. Delving into novel 
concepts, theories, and advanced technologies, this book offers inspiration for 
further research and development in distributed computing and networking, 
especially related to security solutions for distributed environments.
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Preface

In the current decade, computing usage has evolved from a static activity to one that 
is mobile and has in fact turned out to be a de facto usage paradigm in computing. 
Additionally, the current and ongoing distribution of storage and processing is likely to 
move the computer as a stand-alone system into the background, leaving it as a mere com-
puting device. This scenario opens the door for the consumer electronics industry with a 
challenge full of opportunities by replacing the disappearing computer with a new user 
experience through the addition of networked and ambient intelligence. Currently, in our 
homes and commercial places, we have started seeing a distributed network of devices 
that provide information and entertainment. In the near future, we will see intelligence 
within these devices that would enable them with communication capabilities.

Intelligent systems have numerous civilian, homeland security and military applica-
tions; however, all these applications carry certain requirements like communication 
bandwidth, sensing range, power constraints and stealth requirements prior to managing 
a centralised command and control. The alternative to centralised command and control 
is distributed and networked coordination, which is proving to be more promising in 
terms of scalability, flexibility and robustness.

Distributed and networked intelligence introduces problems, requires models and raises 
issues such as collective periodic coordination, collective tracking with a dynamic leader 
and containment control with multiple leaders, as well as exploring ideas for their solution.

The Objective of This Book

The objective of this book is to provide an internationally respected recent collection of 
scientific research in distributed network intelligence, security and novel applications. The 
book aims at providing the readers with a better understanding of how distributed intel-
ligent systems and services can be successfully implemented to incorporate recent trends 
and advances in theory and applications of network intelligence. The key benefits of the 
collected work in this book can be summarised as follows:

•	 Enhance the understanding of distributed network intelligence concepts.
•	 Inspire new R&D directions within the distributed computing and networking 

society.
•	 Facilitate professional development in advanced technologies.
•	 Put together new concepts and theories that affect security on distributed platform.

The Structure

The book is a collection of 15 exclusive chapters written by leading scholars and experts in 
the field and is organised into three parts. Each part consists of a set of chapters focusing 
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on the respective subject outline to provide readers with an in-depth understanding of 
concept and technology related to that area. Moreover, special emphasis is laid on a tuto-
rial style of chapters concerning the development process of complex distributed net-
worked systems and services, thus revisiting the difficult issue of knowledge engineering 
of such systems.

The book is structured as follows:

•	 Part I: Distributed Network Intelligence and Systems
•	 Part II: Distributed Network Security
•	 Part III: Applications and New Trends in Distributed Enterprises

Part I comprises six chapters on distributed network intelligence and systems.
Chapter 1 presents forecasting in distributed traffic networks. The authors use distrib-

uted linear and kernel-based regression models for travelling time forecasting on the basis 
of available values of affecting factor values.

Chapter 2 discusses a data aggregation system using mobile agents for integrated sen-
sor networks. The approach presented by authors helps in describing the queries that 
include operations over every spatial and temporal unit. Thus, the users do not need to 
submit multiple queries to each sensor network site that has different sensor network 
architecture.

Chapter 3 presents distributed service (or resource) discovery (DSD) in service-oriented 
computing. The research reported in this chapter proposes to move the query routing 
process from the overlay layer to the Internet Protocol layer, as opposed to peer-to-peer 
applications.

In Chapter 4, the authors present the system-level performance evaluation of distributed 
embedded systems. The approach enables the integration of new communication proto-
col models with lightweight modelling effort and spans multiple domains of distributed 
systems.

Chapter 5 discusses the Hybrid SOM-NG algorithm and its applications. A hybrid algo-
rithm is presented and a step-by-step explanation is given of how a self-organising map 
algorithm can be created. A number of examples are illustrated as applications.

In Chapter 6, the authors extend the supervised RankBoost algorithm to combine labelled 
and unlabelled data. The goal of the research presented in this chapter is to understand 
how combining labelled and unlabelled data may change the ranking behaviour, and how 
RankBoost can, with its character, improve ranking performance.

Part II comprises three chapters on distributed network security.
Chapter 7 takes a different approach to tackle an intruder rather than purging it out of 

the network unless it is marked as a direct threat to the network’s operation. The chapter 
presents an intrusion tackling model for wireless mesh networks with the idea of utilising 
the resources of an intruder before taking a final decision of removing it from the network. 
Thus, the model works on intrusion tackling rather than direct exclusion by detection or 
prevention.

In Chapter 8, the authors first survey major peer-to-peer traffic detection methods, 
including port-based, DPI (Deep Packet Inspection)-based, DFI (Deep Flow Inspection)-
based, the combination of DPI and DFI, and others. Then a new detection method is pre-
sented, which is based on an intelligent combination of DPI and DFI with semi-supervised 
learning.
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Chapter 9 presents the development of a content distribution system based on coali-
tions. The system uses an incentive mechanism to fight against malicious peers or selfish 
behaviours that could hurt a system’s performance while promoting cooperation among 
users. The authors choose SMEPP (A Secure Middleware for Embedded Peer-to-Peer sys-
tems) to develop the proposed content distribution system. They explain how to develop 
a complex application taking advantage of SMEPP middleware, proving the suitability of 
using P2P middleware in the development of a real-life complex distributed application.

Part III comprises six chapters on applications and trends in distributed enterprises.
In Chapter 10, Reiff-Marganiec et al. have introduced software sensors as an inexpen-

sive alternative to hardware sensors. They propose a complimentary sensor technol-
ogy through the use of software sensors. The software sensors are essentially based on 
monitoring SOAP messages and inserting data for further reasoning and querying into a 
semantic context model.

The design and manufacturing of moulds represent a significant link in the entire pro-
duction chain, especially in the automotive industry, consumer electronics and consumer 
goods industries, because nearly all produced discrete parts are formed using production 
processes that employ moulds. In Chapter 11, the authors look at the mould industry to 
illustrate the challenges of the emerging business model (i.e., leasing-based model) that 
can be found in many other industries as well.

The development of the smartOR standard is driven by a medical motivation for a stan-
dardised human–machine interaction and the need for a manufacturer independent net-
work in the operating room. Chapter 12 addresses the development with two main focuses: 
the OSCB protocol, which aims to build a modular and flexible protocol for manufacturer 
independent networking, and new innovative concepts for human–machine interaction in 
the operating room.

Critical systems, such as nuclear power plants, industrial chemical processes and means 
of transportation, may fail catastrophically, resulting in death or a tremendous loss of 
assets. Chapter 13 presents a model produced via application of the offline safety assess-
ment tool, Architecture Analysis and Design Language (AADL), and is brought forward to 
the online stage and exploited to inform the reasoning of a number of collaborative agents 
and develop a state-of-the-art distributed online safety monitor that integrates the deliv-
ery of the safety tasks. The presented model shows that with appropriate knowledge about 
dynamic behaviour, the monitor can also determine the functional effects of low-level fail-
ures and provide a simplified and easier-to-comprehend functional view of the failure.

Cloud computing technology has created many challenges for service providers and cus-
tomers, especially for those users who already own complicated legacy systems. Chapter 
14 reviews the challenges related to the concepts of trust, service-level agreement (SLA) 
management and cloud computing. The existing frameworks of SLAs in different domains 
such as web services and grid computing are surveyed. The advantages and limitations of 
current performance measurement models for SOA, distributed systems, grid computing 
and cloud services are also discussed.

Product recovery requires that end-of-life (EoL) products are acquired from the end 
users so that the value-added operations can be processed and the products (or parts from 
them) can be resold in the market. Chapter 15 essentially aims at improving the bridge 
between end users and EoL product disposal flows to form a seamless, synchronous net-
work functioning, so as to support the product recovery process from the end user’s point 
of view. Further, the proposed model behaves as an added personalised recommender 
to the end users in their return choices. The model is based on multi-agent paradigm for 
designing and implementing ambient intelligence (AmI) recommender systems.
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What to Expect from This Book

This book will help in creating interest among researchers and practitioners towards real-
ising safe and distributed interactive multimedia systems. This book is useful to research-
ers, professors, research students and practitioners as it reports novel research work on 
challenging topics in the area of distributed network intelligence. It enhances the under-
standing of concepts and technologies in distributed intelligence and discusses security 
solutions and applications for distributed environment.

What Not to Expect from This Book

This book is written with the objective of collecting latest research works in distributed 
network computing and intelligence. The book does not provide detailed introductory 
information on the basic topics in this field, as it is not written in a textbook style. However, 
it can be used as a good reference to help graduate students and researchers by providing 
the latest concepts, tools and advancements in distributed network intelligence and the 
computing field. The readers require at least some basic knowledge about the field.

Special Thanks

First of all, we would like to thank God for giving us the courage and the necessary strength 
to complete this book. We would also like to thank all authors who contributed to this 
book by authoring related chapters in specific areas of this field. Their cooperation, prompt 
responses, adherence to guidelines and timely submission of chapters has helped us to 
meet the book preparation deadlines. A total of 51 authors from 11 countries contributed to 
this book. We hope that the preparation of this book, based on the latest developments in 
the field, will prove beneficial to professionals and researchers in this field and, at the same 
time, be instrumental in generating new applications and case studies in related fields.

Dr. Qurban A. Memon
UAE University, Al-Ain, United Arab Emirates

MATLAB® is a registered trademark of The MathWorks, Inc. For product information, 
please contact:

The MathWorks, Inc.
3 Apple Hill Drive
Natick, MA 01760-2098 USA
Tel: 508 647 7000
Fax: 508-647-7001
E-mail: info@mathworks.com
Web: www.mathworks.com
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1
Cooperative Regression-Based Forecasting 
in Distributed Traffic Networks

Jelena Fiosina and Maksims Fiosins

1.1 Introduction

The problems in distributed networks, which often appear in complex applications, such 
as sensor, traffic or logistics networks, can be solved using multi-agent system (MAS) 
architectures. Currently, research on MAS and distributed networks is focused mainly on 
decision making, whereas little attention is paid to the problems of data processing and 
mining. However, adequate decision making requires appropriate analysis and processing 

CONTENTS

1.1 Introduction ............................................................................................................................3
1.2 Data Processing and Mining in Distributed Traffic Networks .......................................5

1.2.1 MAS Architectures for Distributed Networks ......................................................5
1.2.2 Distributed Data Processing and Mining ..............................................................8
1.2.3 Travelling Time Forecasting Models .......................................................................9
1.2.4 Problem Formulation .............................................................................................. 10

1.3  Distributed Cooperative Recursive Forecasting Based on Linear Regression ........... 11
1.3.1 Forecasting with Multivariate Linear Regression ............................................... 11
1.3.2 Local Recursive Parameter Estimation ................................................................. 13
1.3.3 Cooperative Linear Regression-Based Learning Algorithm ............................. 14
1.3.4 Numerical Example ................................................................................................. 15

1.4 Distributed Cooperative Forecasting Based on Kernel Regression.............................. 17
1.4.1 Kernel Density Estimation ..................................................................................... 17
1.4.2 Kernel-Based Local Regression Model ................................................................. 19
1.4.3 Cooperative Kernel-Based Learning Algorithm ................................................. 20
1.4.4 Numerical Example ................................................................................................. 21

1.5 Case Studies .......................................................................................................................... 24
1.5.1 Problem Formulation .............................................................................................. 24
1.5.2 Centralised Architecture ........................................................................................ 26
1.5.3 Decentralised Uncoordinated Architecture ........................................................ 27
1.5.4 Decentralised Coordinated Architecture ............................................................. 29

1.6 Discussion ............................................................................................................................. 32
1.7 Conclusions ...........................................................................................................................34
Acknowledgements ......................................................................................................................35
References .......................................................................................................................................35



4 Distributed Networks

© 2008 Taylor & Francis Group, LLC

of input data. In this context, the development of methods for intelligent data analysis and 
mining of distributed sources is very timely.

In MAS, the individual and collective behaviours of the agents depend on the observed 
data from distributed sources. In a typical distributed environment, analysing distributed 
data is a nontrivial problem because of several constraints such as limited bandwidth (in 
wireless networks), privacy-sensitive data, distributed computing nodes and so on.

Traditional centralised data processing and mining typically requires central aggrega-
tion of distributed data, which may not always be feasible because of the limited network 
bandwidth, security concerns, scalability problems and other practical issues. Distributed 
data processing and mining (DDPM) carries out communication and computation by 
analysing data in a distributed fashion [1]. The DDPM technology offers more efficient 
solutions in such applications. The DDPM field deals with these challenges by analys-
ing distributed data and offers many algorithmic solutions for data analysis, processing 
and mining using different tools in a fundamentally distributed manner that pays careful 
attention to the resource constraints [2].

In this study, we focus on the urban traffic domain, where many traffic characteristics 
such as travelling time, travelling speed, congestion probability and so on can be evalu-
ated by autonomous vehicle-agents in a distributed manner. Numerous data processing 
and mining techniques were suggested for forecasting travelling time in a centralised and 
distributed manner. Statistical methods, such as regression and time series, and artificial 
intelligence methods, such as neural networks, are successfully implemented for similar 
problems. However, travelling time is affected by a range of different factors. Thus, its accu-
rate forecasting is difficult and needs considerable amount of traffic data. Understanding 
the factors affecting travelling time is essential for improving forecasting accuracy [3].

We focus on regression analysis, which is a powerful statistical tool for solving forecas-
ting problems. We compare the well-known multivariate linear regression technique with 
modern nonparametric computationally intensive kernel-based regression.

We propose two distributed algorithms based on multivariate linear and kernel-based 
regression for forecasting the travelling time using real-world data from southern Hanover. 
We assume that each agent autonomously estimates the parameters of its local multivari-
ate linear and kernel-based regression models, paying special attention to the implementa-
tion of these models for real-time streaming data. If an agent cannot estimate the travelling 
time accurately due to a lack of data, that is, if there are no data near the point of interest 
(because kernel-based estimation uses approximations), it cooperates with other agents. 
We suggest two algorithms for multi-agent cooperative learning based on the transmis-
sion of the observations (kernel regression) or parameters (linear regression) in response 
to requests from agents experiencing difficulties. After obtaining the necessary data from 
other agents, the agent can forecast the travelling time autonomously. We also propose the 
use of a combination of the estimates to achieve more accurate forecasting. The travelling 
time estimated during the DDPM stage can be the input for the next stage of distributed 
decision making by intelligent agents [4,5].

The study contributes to the following: (1) the development of the structure of a DDPM 
module for an autonomous agent, which allows travelling time forecasting and coopera-
tion with other agents; (2) the development of a distributed regression-based (kernel and 
linear) multi-agent cooperative learning algorithm for real-time streaming data; (3) the 
development of the structure of a regression model for travelling time forecasting on the 
basis of available real-world observations; (4) the experimental comparison of dif ferent 
MAS architectures and forecasting methods, including a combination of linear and 
 kernel-based estimates on the basis of real-world data.
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The remainder of this chapter is organised as follows. Section 1.2 describes previous 
work related to MAS applications for solving problems in distributed networks, the DDPM 
field in MASs, travelling time forecasting models, and formulates the research question. 
In Section 1.3, we present a distributed cooperative recursive forecasting algorithm based 
on multivariate linear regression. This section concludes with a simple tutorial example 
to illustrate the proposed technique. Section 1.4 presents the multivariate kernel-based 
regression model used for streaming data and proposes a cooperative learning algorithm 
for optimal forecasting in a distributed MAS architecture. This section also concludes 
with a simple tutorial study. Section 1.5 presents case studies using data from Hanover 
(Germany) and also provides a comparison of different MAS architectures and forecasting 
methods using real-world data. Section 1.6 presents the discussion of the results and the 
final section concludes on perspectives of future work.

1.2 Data Processing and Mining in Distributed Traffic Networks

In this section, we provide some theoretical background and discuss work related to the 
problems of DDPM when making forecasts about traffic flows.

1.2.1 MAS Architectures for Distributed Networks

Complex modern information systems are usually characterised by a large number of rela-
tively autonomous components with a large number of interactions [6]. System designers 
can usually identify three aspects related to these components: behaviour, environment and 
interactions. In most cases, the components act and interact in flexible ways in specific envi-
ronments to achieve their objectives. The representation of a complex system in this manner 
means demands on the adoption of a multi-agent approach during its engineering [7].

MASs are one of the most popular paradigms for modelling these types of complex sys-
tems. They contain a set of autonomous intelligent components (agents) with the following 
important properties [8].

 1. Autonomy. An agent makes its own decision, without external influences. During 
decision making, it considers its goals and its knowledge about the current status 
in the environment.

 2. Local views. An agent stores information about the current state of the environ-
ment, although its knowledge may be partial because it lacks global knowledge 
in the overall system. Agents may cooperate to exchange available information to 
produce a more complete picture so that they have sufficient information on deci-
sion making.

 3. Decentralisation. A ‘central’ agent does not control the overall system. There can be 
a central authority, but it does not control the overall system and it does not store 
information in a centralised manner. Thus, agents make their own decisions, and 
cooperate and coordinate their actions when necessary.

When considering multi-agent representations of complex systems it is important to 
distinguish between distributed and decentralised systems. In a distributed system, a 
central authority provides services or performs systems management, which involves 
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autonomous components. This central authority can be virtual or distributed among sev-
eral components. However, system-wide data sets or decisions are modelled by the distrib-
uted systems. By contrast, a decentralised system does not assume any type of centralised 
regulation (even virtual). The fully autonomous components of decentralised systems act 
to achieve their goals and cooperate when necessary.

Distributed systems are usually more expensive because they require additional costs 
for a central authority. However, decentralised systems experience more problems with 
work organisation and system goal achievement. In our study, we compared distributed 
approach with a central authority (called ‘centralised’) and decentralised coordinated/
uncoordinated approach to travelling time forecasting and we reached conclusions about 
the effect of a central authority and coordination in different situations.

The agents in MAS usually have two important modules: a DDPM module and a distrib-
uted decision support (DDS) module [4,5,9]. The DDPM module is responsible for receiving 
observations of the environment and discovering patterns or dependencies that may facili-
tate the decision-making process. The DDS module is responsible for making decisions on 
the basis of the information received from the DDPM module and executing appropriate 
actions in the environment. The general structure of an agent is shown in Figure 1.1.

The agent acts in the environment and makes observations, which contain data and 
rewards (measures of the agent efficiency from the environmental perspective). The 
DDPM module pre-processes incoming data using filtering/aggregating data streams and, 
if neces sary, stores the data for the agent. The necessary information is used to estimate 
the parameters of data models, which are essential, but not obvious, characteristics of the 
environment. At this stage, information can be exchanged with other agents (or central 
authority) to improve the quality of estimation.

Finally, these parameters are used to form the state of the agent. Decision making is 
based on the current state, which contains information about different system features 
(usually a vector). The state, rewards and other essential information are transferred to the 
DDS module.

DDS module

Input pre-processing
Maintenance of data history 
Data model estimation

DDPM module

Agent

Planning/learning
State/plan evaluation
Maintenance of learning
experience
Action selection

EnvironmentOther agents 
State, parameters

of the eff. functions

Information
exchange/
parameter
adjustment

Plan/action
coordination

Observations/rewards

Action execution

FIGURE 1.1
Structure of DDPM and DDS modules in an autonomous agent.



7Cooperative Regression-Based Forecasting in Distributed Traffic Networks

© 2008 Taylor & Francis Group, LLC

The DDS module formulates a plan for goal achievement from the current state. Each plan 
is evaluated with respect to the goals and capabilities of the agent to check whether it allows 
an agent to achieve its goal in a realistic manner. This is usually achieved based on efficiency 
functions, which can be fixed or improved (‘learnt’) during the planning process, and the 
agent’s operations. The plan or a set of alternative plans can be coordinated with other agents 
(or central authority). The learning results are also stored in the experience storage. Based on 
the actual plan, an action is selected and it is executed in the environment. This affects the 
environment (and other agents) and its results can be observed by the DDPM module.

A road traffic system is a typical complex system, which involves self-interested auto-
nomous participants. Information transfer and action/plan coordination between traffic 
participants can significantly increase the safety and quality of a traffic system. This is 
why many researchers have recently applied MAS architectures for modelling different 
services in traffic networks. In these architectures, the active components (e.g. vehicles, 
pedestrians and traffic lights) are modelled as interacting autonomous agents [10–12].

The following example illustrates an application of multi-agent technology to the design 
of an intelligent routing support system.

Example: Intelligent Routing Support

We describe the general structure of an advanced driver support system. This device 
supports the vehicle’s driver during the selection of an optimal route in a street network 
and has the ability to collect actual information and communicate with other vehicles or 
a central authority if available.

The traffic system is modelled as an MAS. We model the vehicles (more precisely: intel-
ligent devices in the vehicles) as agents, which corresponds to the architecture shown in 
Figure 1.1. The architecture of an intelligent routing device is shown in Figure 1.2.

The inputs used in this device (agent) are sensor data that indicate the current situa-
tion on a road (e.g. the position, speed and distances to other vehicles). The user input 
includes the destination and driving preferences. A digital map contains an underlying 
road map in the form of a graph.

DDPM module

Pre-processing of input data
Maintaining travel logs
Forecasting of the travel time

Checking a position with
respect to a destination
Route planning/experience
update
Select a set of next turns

DDS module

Sensors
GPS, weather, speed,
lane, distances etc. 

Communication

Next turn recommendation to driver (user interface)

User input
destination,

Intelligent driver support device

DDPM module

Pre-processing of input data
Maintaining travel logs
Forecasting of the travel time

Checking a position with
respect to a destination
Route planning/experience
update
Select a set of next turns

DDS module
GPS, weather, speed,
lane, distances, etc. 

Communication

Next turn recommendation to driver (user interface)

User input

Intelligent driver support device

Destination,
preferences, etc.

Digital map
Road network, distances

Sensors

FIGURE 1.2
Structure of an intelligent driver support device that provides route recommendations.
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These data are pre-processed to determine average values for important characte-
ristics, which are stored in the travel log and transferred to the data model for future 
analysis. The most important task of the DDPM module is travelling time forecasting. 
An appropriate data model (e.g. regression, neural network, time series and probabilis-
tic forecasting) is used for this purpose.

The state of the agent includes its current position on the map. The agent produces 
a set of alternative plans (paths) to travel from the current position to the destination. 
The travelling times estimated by the DDPM module are used as parameters by the effi-
ciency functions and, together with the preferences and learning experience, are used 
to evaluate each plan. The plans can be coordinated with other agents during coopera-
tive driving or when driving in convoys. The best possible plan (route) is recommended 
to the driver.

1.2.2 Distributed Data Processing and Mining

Recent progress in automated data collection and transmission has created a need for bet-
ter interpretation and exploitation of vast data sources. Thus, the IT society requires the 
development of new methods, models and tools to extract useful information from data. 
It should also be taken into account that data sources and data processing are distributed, 
which is problematic for DDPM.

DDPM provides algorithmic solutions for data analysis in a distributed manner to 
detect hidden patterns in data and extract the knowledge necessary for decentralised 
decision making [13,14]. A promising research area is currently investigating the pos-
sibility of coupling MAS with DDPM, by exploiting DDPM methods to improve agent 
intelligence and MAS performance [2]. This will facilitate highly scalable data architec-
tures, online data processing, hidden data pattern interpretation and analysis and infor-
mation extraction from distributed environments. Furthermore, the coupling of MAS 
with DDPM may be described in terms of ubiquitous intelligence [15], with the aim of 
fully embedding information processing into everyday life. This concept is very similar 
to the architecture of data clouds, where data and services are virtualised and provided 
on demand.

A strong motivation for implementing DDPM for MAS is given by da Silva et al. [2], 
where the authors argue that DDPM in MAS deals with pro-active and autonomous agents 
that perceive their environment, dynamically reason out actions on the basis of the envi-
ronment and interact with each other. In many complex domains, the knowledge of agents 
is a result of the outcome of empirical data analysis, in addition to the preexisting domain 
knowledge. The DDPM of agents often involves detecting hidden patterns, constructing 
predictive and clustering models, identifying outliers and so on. In MAS, this knowledge 
is usually collective. This collective ‘intelligence’ of MAS must be developed by the distrib-
uted domain knowledge and analysis of the distributed data observed by different agents. 
Such distributed data analysis may be a nontrivial problem when the underlying task 
is not completely decomposable and computational resources are constrained by several 
factors such as limited power supply, poor bandwidth connection, privacy-sensitive multi-
party data and so on.

Klusch et  al. [16] conclude that autonomous data mining agents, as a special type of 
information agents, may perform various kinds of mining operations on behalf of their 
user(s) or in collaboration with other agents. Systems of cooperative information agents for 
data mining in distributed, heterogeneous or homogeneous, and massive data environ-
ments appear to be quite a natural progression for the current systems to be realised in the 
near future.
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A common characteristic of all approaches is that they aim at integrating the knowledge 
that is extracted from data at different geographically distributed network nodes with 
minimum network communication and maximum local computations [2].

Local computation is carried out on each node, and either a central node communicates 
with each distributed node to compute the global models or a peer-to-peer architecture is 
used. In the case of the peer-to-peer architecture, individual nodes might communicate 
with a resource-rich centralised node, but they perform most tasks by communicating 
with neighbouring nodes through messages passing over an asynchronous network [2].

According to da Silva et al. [2], a distributed system should have the following features 
for the efficient implementation of DDPM:

 1. The system consists of multiple independent data sources, which communicate 
only through message passing.

 2. Communication between peers is expensive.
 3. Peers have resource constraints (e.g. battery power).
 4. Peers have privacy concerns.

Typically, communication involves bottlenecks. Since communication is assumed to be 
carried out exclusively by message passing, the primary goal of several DDPM methods, as 
mentioned in the literature, is to minimise the number of messages sent. Building a mono-
lithic database in order to perform non-DDPM may be infeasible or simply impossible in 
many applications. The costs of transferring large blocks of data may be very expensive 
and result in very inefficient implementations [1].

Moreover, sensors must process continuous (possibly fast) streams of data. The resource-
constrained distributed environments of sensor networks and the need for a collaborative 
approach to solve many problems in this domain make MAS architecture an ideal candi-
date for application development.

In our study, we deal with homogeneous data. However, a promising approach to agent-
based parameter estimation for partially heterogeneous data in sensor networks is sug-
gested in Ref. [17]. Another decentralised approach for homogeneous data was suggested 
in Ref. [18] to estimate the parameters of a wireless network by using a parametric linear 
model and stochastic approximations.

1.2.3 Travelling Time Forecasting Models

Continuous traffic jams indicate that the maximum capacity of a road network is met 
or even exceeded. In such a situation, the modelling and forecasting of traffic flow is 
one of the important techniques that needs to be developed [19]. Nowadays, knowledge 
about travelling time plays an important role in transportation and logistics, and it can 
be applied in various fields and purposes. From the travellers’ point of view, knowledge 
about the predicted travelling time helps to reduce the actual travelling time and improves 
reliability through better selection of travelling routes. In logistics, accurate travelling 
time estimation could help to reduce transport delivery costs and to increase the service 
quality of commercial delivery by delivering goods within the required time window by 
avoiding congested sections. For traffic managers, travelling time is an important index 
for traffic system operation efficiency [3].

There are several studies in which a centralised approach is used to predict the travel-
ling time. The approach was used in various intelligent transport systems, such as 



10 Distributed Networks

© 2008 Taylor & Francis Group, LLC

in-vehicle route guidance and advanced traffic management systems. A good overview is 
given in Ref. [3]. To make the approach effective, agents should cooperate with each other 
to achieve their common goal via the so-called gossiping scenarios. The estimation of the 
actual travelling time using vehicle-to-vehicle communication without MAS architecture 
was described in Ref. [20].

On the other hand, a multi-agent architecture is better suited for distributed traffic net-
works, which are complex stochastic systems.

Further, by using centralised approaches the system cannot adapt quickly to situations 
in real time, and it is very difficult to transmit a large amount of information over the 
network. In centralised approaches, it is difficult or simply physically impossible to store 
and process large data sets in one location. In addition, it is known from practice that most 
drivers rely mostly on their own experience; they use their historical data to forecast the 
travelling time [4,5].

Thus, decentralised MASs are fundamentally important for the representation of these 
networks [19]. We model our system with autonomous agents to allow vehicles to make 
decisions autonomously using not only the centrally processed available information, but 
also their historical data.

Traffic information generally goes through the following three stages: data collection 
and cleansing, data fusion and integration and data distribution. The system presented in 
Ref. [21] consists of three components, namely a Smart Traffic Agent, the Real-time Traffic 
Information Exchange Protocol and a centralised Traffic Information Centre (TIC) that acts 
as the backend. A similar architecture is used in this study, but the forecasting  module, 
incorporated into the Start Traffic Agent (vehicle agent), is different.

In our study, we do not focus on the transmission protocol describing only the infor-
mation, which should be sent from one node to another, without the descriptions of 
protocol packets. The centralised TIC in our model is used only for storing system infor-
mation. A combination of centralised and decentralised agent-based approaches to the 
traffic control is presented in Ref. [22]. In this approach, the agents maintain and share 
the ‘local weights’ for each link and turn, exchanging this information with a centralised 
TIC. The decentralised MAS approach for urban traffic network is also considered in Ref. 
[23], where the authors forecast the traversal time for each link of the network separately. 
Two types of agents were used for vehicles and links, and a neural network was used as 
the forecasting model.

Travelling time forecasting for the similar decentralised urban traffic network based on 
the local linear regression model is presented in Ref. [24] and for that based on the kernel 
regression model is presented in Ref. [25]. The comparison of parametric and nonparamet-
ric approaches for traffic-flow forecasting is made in Ref. [26], which shows the efficiency 
of the nonparametric kernel-based regression approach.

1.2.4 Problem Formulation

We consider a traffic network with several vehicles, represented as autonomous agents, 
which predict their travelling time on the basis of their current observations and history. 
Each agent estimates locally the parameters of the same traffic network. To make a fore-
cast, each agent constructs a local regression model, which explains the manner in which 
different explanatory variables (factors) influence the travelling time (local initial forecast-
ing). A detailed overview of such factors is provided in Ref. [3]. The following information 
is important for predicting the travelling time [27]: average speed before the current seg-
ment, number of stops, number of left turns, number of traffic light, average travelling time 
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estimated by TIC. We should also take into account the possibility of an accident, network 
overload (rush hour) and the weather conditions.

In the case when the vehicle has no or little experience of driving in specific conditions, 
its local forecasting will be inaccurate. For more accurate travelling time estimation, the 
vehicle needs adjustment of its models (demand for adjustment). It contacts other traffic 
participants, which share their experience in the requested conditions. In this step, the 
focal agent that experiences difficulties with an initial forecast sends the description of 
the requested conditions to other traffic participants in the transmission radius. Each of 
the neighbour agents tries to make a forecast by itself. In the case of a successful fore-
cast, it shares its experience by sending its parameter estimates (parametric linear regres-
sion) or observations that are nearest to the requested point (nonparametric kernel-based 
regression). After receiving the data from the other agents, the focal agent aggregates the 
obtained results, adjusting the model and increasing its experience, and makes a forecast 
autonomously (final forecasting). The forecasting procedure of one such vehicle is shown 
in Figure 1.3.

In short, decentralised travelling time forecasting consists of four steps: (1) local initial 
forecasting; (2) in the case of unsuccessful initial forecasting: sending the requested con-
ditions to the neighbour agents; (3) local forecasting by neighbour agents and sending 
answers; (4) aggregation of the answers and final forecasting.

1.3  Distributed Cooperative Recursive Forecasting Based 
on Linear Regression

1.3.1 Forecasting with Multivariate Linear Regression

Regression analysis constitutes several methods widely employed for modelling the 
dependency between the dependent variable (usually denoted by Y) and independent 
variables (factors, usually denoted by X). It describes the dependence of conditional expec-
tation E[Y|X] on the values of several independent variables (factors) X.

Local initial forecasting

Sending the requested conditions
to the neighbour agents

Receiving answers

Final forecasting

Demand for adjustment

Actual and historical local observations

Yes

No

Local forecasting by neighbour agents

FIGURE 1.3
Algorithm for local travelling time forecasting by an individual agent.
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To use a regression model, the following classical assumptions should be satisfied [28]:

 1. The error is a random variable with zero expectation.
 2. The independent variables are linearly independent (no variable can be expressed 

as a linear combinations of others).
 3. The errors are uncorrelated.
 4. The variance of the errors is constant.

A linear regression model supposes that the dependent variable Y is a linear combination 
of the factors X. The linear regression model in the matrix form can be expressed as

 Y = Xβ + ε, (1.1)

where Y is an n × 1 vector of dependent variables; X is an n × d matrix of explanatory 
(dependent) variables; β is a d × 1 vector of unknown coefficients, which are parameters of 
the system to be estimated; ε is an n × 1 vector of random errors. The rows of the matrix X 
correspond to observations and the columns correspond to factors.

The regression assumptions can be expressed in this case as follows. We suppose that 
the components {εi} of the error vector ε are mutually independent, have zero expectation, 
E[ε] = 0, zero covariances cov[εi, εj] = 0, i ≠ j and equal variances, Var[ε] = σ2I, where I is an 
n × n identity matrix.

The well-known least-squares estimator (LSE) b of β is

 b = (XT X)−1 XT Y. (1.2)

After the estimation of the parameters β, we make a forecast for certain t-th future values 
of the factors xt:

 E[Yt] = xt b. (1.3)

For quality estimation of a linear regression model, we separate the total sum of squares 
(SST) of the dependent variable Y into two parts: the sum of squares explained by the 
regression (SSR) and the sum of squares of errors (SSE):
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An important measure of model quality is the coefficient of determination R2, which is 
defined as a relative part of the sum of squares explained by the regression:
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i= =Σ 1 /  when there is an intercept term and Y = 0 when there is no intercept 
term in the model.
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Precision of the forecast of Yt can be measured by a confidence interval. The confidence 
interval with a confidence level 1 − α for the forecast of Yt is given by

 [xtb − Δ(xt), xtb + Δ(xt)], (1.5)

where Δ(xt) is the width of the confidence interval with a confidence level 1 − α for a fore-
cast at the point xt. It can be calculated as
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where t1−(α/2),n−d−1 is a 1 − (α/2)-level quantile of t-distribution with n − d − 1 degrees of 
freedom.

We also use other measures of efficiency of the estimates denoted by the average fore-
casting error
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and the relative forecasting error for the point xt
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1.3.2 Local Recursive Parameter Estimation

The described estimation procedure, (1.2), requires information about all observations, 
that is, the complete matrix X. In practice, for real-time streaming data, the estimation is 
performed iteratively, being updated after each new observation. The recurrent iterative 
method for LSE was suggested in Refs. [29,30]. This method assumes the recalculation of 
system parameters for each new observation.

We briefly describe the key aspects of this algorithm. Let bt be the estimate after t first 
observations. After receiving the (t + 1)-th observation, we recalculate the estimates of 
β(Yt+1-value of a dependent variable; and xt+1-values of explanatory variables):

 bt+1 = bt + Kt+1 (Yt+1 − xt+1bt),  t = 0,1,. . ., (1.9)

where Kt+1 is a d × 1 vector of proportionality, smoothness or compensation. From Equation 
1.9, one can observe that bt+1 is represented as a sum of the previous estimate bt and the 
correction term Kt+1 (Yt+1 − xt+1 bt). Formula (1.9) is based on exponential smoothness, an 
adaptive forecasting method [30].

To calculate Kt+1, we need values of matrices At and Bt, obtained after the last t-th itera-
tion. At and Bt are square d × d matrices. Bt is equal to (XT X)−1 if this matrix exists, else 
it is equal to a pseudo-inverse matrix. Matrix At is a projection matrix; therefore, if xt+1 is 
the linear combination of the rows of matrix Xt, its projection is equal to zero: xt+1 At = 0. 
Starting the algorithm, we set the following initial values A0 = I, B0 = 0, b0 = 0.
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If the condition xt+1 At = 0 is satisfied, then
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1.3.3 Cooperative Linear Regression-Based Learning Algorithm

Suppose we have an MAS consisting of s autonomous agents Ag = {Ag(1), Ag(2), . . ., Ag(s)}, 
and each of them contains a local regression model, which is estimated on the basis of its 
experience. We now introduce a parameter adjustment algorithm, which allows the agents 
to exchange their model parameters in order to improve the forecasts.

We introduce the following notations. We use superscript i for the variables in formula 
(1.1) to refer to the model of the agent Ag(i):

 Y(i) = X(i)β + ε(i),  i = 1, . . ., s. (1.10)

Ag(i) calculates the estimates bt
i( ) of β on the basis of its experience using Equation 

1.9. It predicts E Yt
i[ ]( )
+1  using Equation 1.3 at a future time moment t + 1 for the values of 

 factors xt
i
+1

( ) .
After forecasting, Ag(i) checks if it needs to adjust its locally estimated parameters bt

i( )  
with other agents. This is done when the agent considers a forecast E Yt

i[ ]( )
+1  as not reliable. 

One possible approach is to compare the width of the confidence interval of the forecast 
with a forecast value. The forecast E Yt

i[ ]( )
+1  is considered to be not reliable if its value is suf-

ficiently smaller than its confidence interval width:
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where p is an agent’s parameter representing the maximal ratio of the confidence interval 
width to the forecast, after which a coordination takes place; Δ(i)(x) is the confidence inter-
val for factors x based on the agent’s data.

Now, let us describe the parameter adjustment procedure. First, Ag(i) sends a request 
to other agents within its transmission radius; this request contains a set of factors xt

i
+1

( )  
as well as a threshold Tr i

t
i( ) ( )( )x +1 , which is set equal to the confidence interval width: 

Tr i
t
i i

t
i( ) ( ) ( ) ( )( ) ( ).x x+ +=1 1∆

Each agent Ag(j) in the transmission radius calculates the confidence interval ∆( ) ( )( )j
t
ix +1  

for the requested values of factors xt
i
+1

( )  on the basis of its data and compares it with the 
threshold. If this value is less than the threshold, ∆( ) ( ) ( ) ( )( ) ( )j

t
i i

t
iTrx x+ +<1 1 , Ag(j) replies to Ag(i) 
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by sending its parameters bt
j( ). Let us define G(i) ⊂ Ag as a group of agents who are able to 

reply to Ag(i) by sending their parameters, including Ag(i).
Second, Ag(i) receives replies from the group G(i). It assigns weights to each Ag(j) ∈ G(i) 

(including itself) c( ) ( ){ }i
j
ic= ; these weights vary with time and represent the reliability 

level of each Ag(j) (including reliability of own experience). In our case, the agents’ weights 
depend on the forecasting experience.

According to the logic of constructing discrete-time consensus, we assume that c(i) is a 
stochastic vector for all t (the sum of its elements is equal to 1). Then an updated estimate 
�bt+1

( )i  is calculated as

 

�bt
i

j
i

t
j

Ag

c
j i

+

∈

= ∑1
( ) ( ) ( )

( ) ( )

.b
G  

(1.11)

This adjustment procedure aims to increase the reliability of the estimates, especially 
for insufficient or missing historical data, and to contribute to the overall estimation 
accuracy [18].

1.3.4 Numerical Example

We illustrate the linear regression algorithm by providing a numerical example. First, let 
us consider a single agent that maintains a data set of four observations, where variable Y 
depends on three factors X. The corresponding matrices X and Y are

 

X Y=



















=

5 4 3 9 2 2
1 7 4 6 3 5
3 2 2 3 1 2
4 3 2 1 3 2

2 7
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. . .

. . .
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.

.55
2 6
3 4
.
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The agent uses formula (1.9):
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, b0

0
0
0  
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−
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.
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We can see that the agent obtains the same estimate b as they did using formula (1.2):

 

b X X X Y= = −














−( )
.
.
.

.T T1

0 57
0 21
0 43  

Now, we consider the parameter adjustment algorithm. Let us denote the above consi-
dered agent as Ag(1). Suppose it should make a forecast for a new point xt+ =1

1 3 7 2 8 1 1( ) ( . . . ).
Ag(1) makes a forecast E Yt[ ]( )

+1
1  for the point xt+1

1( ) :

 

x bt t+ = −














=1
1 1 3 7 2 8 1 1

0 57
0 21
0 43

1 98( ) ( ) ( . . . )
.
.
.

. .

 

The corresponding confidence interval is

 SSR = (Xb)T (Xb) = 27.05 

 SST = YT Y = 27.86 

 SSE = SST − SSR = 0.81 

 
∆( ) ( )

.
,

( ) (( ) ( ) ((1
1

1
0 05

2
5 3 1 1

1 1
1

1

5 3 1
1x x X X xt t

T
tt

SSE
+ − − +

−
+=

− −
+ )) ) ) . .T = 14 38

 

Let the maximal ratio p = 1.5. The agent checks the ratio

 

∆( ) ( )

( ) ( )

( ) .
.

. .
1

1
1

1
1 1

14 38
1 98

7 28 1 5
x

x b
t

t t

+

+
= = >

 

and requests parameter adjustment, because it exceeds p. For this purpose, it sends a point 
( . . . )( )xt+ =1

1 3 7 2 8 1 1  as well as the threshold .( ) ( )( ) ( ) ( ) ( )Tr t t
1

1
1 1

1
1 14 38x x+ += =∆ .
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Consider agents Ag(2) and Ag(3) in the transmission radius with equal experience 4 and 
the following parameters:

 

b bt t
( ) ( )

.

.

.
,

.

.

.

2 3

0 58
0 02
0 43

0 54
0 004
0 49

=














= −














.

 

Ag(2) and Ag(3) calculate their confidence limits ∆ ∆( ) ( ) ( ) ( )( ) ( ). , .2
1

1 3
1

17 08 0 07x xt t+ += = . As both 
are less than the threshold, they send their parameters bt

( )2  and bt
( )3  as well as their experi-

ence 4. The group G(i) = {1,2,3}.
Ag(1) receives the answers and uses weights proportional to the experience of the agents, 

c( ) , , , ,1 4
12

4
12

4
12

1
3

1
3

1
3

= < > = < >. Now an updated estimate �bt+1
( )i  can be calculated accord-

ing to Equation 1.6:
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For a new point xt+ =1
1 3 7 2 8 1 1( ) ( . . . ), an estimate E Yt[ ]( )

+1
1  after adjustment is equal to

 

x bt+ + = −














=1
1

1
1 3 7 2 8 1 1

0 56
0 06
0 45

2 39( ) ( ) ( . . . )
.
.
.

. .�
t

 

Remember that the estimate without adjustment E Yt[ ] .( )
+ =1
1 1 98. For this data point, the 

 corresponding true value of Yt+1 = 2.5. We can see that the adjustment facilitates a better 
estimate of Yt+1.

1.4 Distributed Cooperative Forecasting Based on Kernel Regression

1.4.1 Kernel Density Estimation

Kernel density estimation is a nonparametric approach for estimating the probability density 
function of a random variable. Kernel density estimation is a fundamental data- smoothing 
technique where inferences about the population are made on the basis of a finite data sam-
ple. A kernel is a weighting function used in nonparametric estimation techniques.

Let X1, X2, . . ., Xn be an iid sample drawn from some distribution with an unknown den-
sity f(x). We attempt to estimate the shape of f(x), whose kernel density estimator is

 

ˆ ,( )f x
nh

K
x X

h
h

i

n
i= −





=
∑1

1  
(1.12)

where kernel K(•)	is	a	nonnegative	real-valued	integrable	function	satisfying	the	following	
two requirements: ∫ =−∞

∞
K u u( )d 1 and K(u) = K(−u) for all values of u; h > 0 is a smoothing 
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parameter called bandwidth. The first requirement of K(•)	ensures	that	the	kernel	density	
estimator is a probability density function. The second requirement of K(•)	ensures	that	the	
average of the corresponding distribution is equal to that of the sample used [31]. Different 
kernel functions are available: Uniform, Epanechnikov, Gaussian and so on. They differ in 
the manner in which they take into account the vicinity observations to estimate the func-
tion from the given variables.

An important problem in kernel density estimation is selection of the appropriate band-
width h. It has an influence on the structure of the neighbourhood in Equation 1.12: the 
bigger the h that is selected, the more points Xi have a significant influence on the estimator 
f xh
�( ). In multi-dimensional cases, it also regulates a balance between the factors.

Most of the bandwidth selection methods are based on the minimisation of the inte-
grated squared error ISE(h) (or similar asymptotic or averaged characteristics) with respect 
to the bandwidth h. The integrated squared error is defined as

 
ISE h x f xfh( ) ( ) .[ ( ) ]= −∫ � 2 dx

 

However, the direct use of this formula is impossible due to the involvement of an 
unknown true density f(x). So different heuristic approaches are used for this problem.

The methods of bandwidth selection can be divided into two main groups [32]:

 1. Plug-in methods
 2. Resampling methods

The plug-in methods replace unknown terms in the expression for ISE(h) by their heu-
ristic approximations. One of the well-known approaches is rule-of-thumb, proposed by 
Silverman [33], which works for Gaussian kernels. In the case of no correlation between 
explanatory variables, there is a simple and useful formula for bandwidth selection [34]:

 hj = n−1/(d+4) σj,   j = 1, 2, . . ., d, (1.13)

where σj is a variance of the j-th factor, d is a number of factors.
The resampling methods include cross-validation and bootstrap approaches. They use 

available data in different combinations to obtain approximation of ISE(h). One of the most 
commonly used approaches is the minimisation of the least-squares cross-validation func-
tion LSCV(h) introduced in Ref. [35]

 
LSCV( ) ,[ ( )] ( ),h x dx

n
Xf fh

i

n

h i i= −∫ ∑
=

−
� �2

1

2

 

where f Xh i i
�
, ( )−  is a kernel density estimation calculated without the i-th observation.

LSCV(h) is a d-dimensional function, which can be minimised with respect to h.
A very suitable property of the kernel function is its additive nature. This property 

makes the kernel function easy to use for streaming and distributed data [2,17,31]. In 
Ref. [16], the distributed kernel-based clustering algorithm was suggested on the basis of 
the same property. In this study, kernel density is used for kernel regression to estimate 
the conditional expectation of a random variable.
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1.4.2 Kernel-Based Local Regression Model

The nonparametric approach to estimating a regression curve has four main purposes. 
First, it provides a versatile method for exploring a general relationship between a depen-
dent variable Y and factor X. Second, it can predict observations yet to be made without 
reference to a fixed parametric model. Third, it provides a tool for finding spurious obser-
vations by studying the influence of isolated points. Fourth, it constitutes a flexible method 
of substitution or interpolation between adjacent X values for missing observations [31].

Let us consider a nonparametric regression model [36] with a dependent variable Y and 
a vector of d regressors X

 Y = m(x) + ε, (1.14)

where ε is a random error such that E[ε|X = x] = 0 and Var[ε|X = x] = σ2(x); and 
m(x) = E[Y|X = x]. Further, let ( , )X i i i

nY =1 be the observations sampled from the distribution 
of (X, Y). Then the Nadaraya–Watson kernel estimator is

 

m
K h Y

K h

p
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n
i
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i i

i
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i

n

n

� ( )
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(( )

( )
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,x
x X

x X

x
x

=
−

−
==

=

∑
∑

1

1

)/

)/
 

(1.15)

where h as a vector h = (h1, h2, . . ., hd), K(•)	is	the	kernel	function	of	Rd and h = (h1, h2, . . ., hd) is 
the bandwidth. Kernel functions satisfy the restrictions from Equation 1.12. In our case, we 
have a multi-dimensional kernel function K(u) = K(u1, u2, . . ., ud) that can be easily presented 
with univariate kernel functions as: K(u) = K(u1) ⋅ K(u2)∙ ⋯ ∙ K(ud). We used the Gaussian 
kernel in our experiments.

From formula (1.15), we can see that each value of the historical forecast Yi is taken with 
some weight of the corresponding independent variable value of the same observation Xi. 
Let us denote these weights in the following form:

 

ω ω ω

ω
i

i
i

i

i

n

i

K
h

( ) ( )
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, ,x
x X

x
x= −



 =

=∑
�

1  

(1.16)

where ωi(x) are the weights of the historical observations in the forecast of x and �ωi( )x  are 
the corresponding normalised weights. Then, formula (1.15) can be rewritten as

 

ˆ
(( )

(( )
( )

( )
m

K h Y

K h

Y
n

i

n

i i

i

n

i

i

n

i i

i

nx
x X

x X

x
=

−

−
==

=

=

=

∑
∑

∑1

1

1

1

)/

)/

ω

∑∑ ∑=
=ω

ω
i i

n

i iY
1

ˆ .( )x

 

(1.17)

Standard statistical and data mining methods usually deal with a data set of a fixed 
size n and corresponding algorithms that are functions of n. However, for streaming data, 
there is no fixed n: data are continually captured and must be processed as they arrive. 
It is important to develop algorithms that work with nonstationary data sets, handle the 
streaming data directly and update their models on the fly [37]. For the kernel density 
estimator, it is possible to use a simple method that allows recursive estimation of ˆ ( )mn x :
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(1.18)

The quality of the kernel-based regression model can be verified by calculating R2 as
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(1.19)

where Y Y ni
n

i= =Σ 1 / . It can be demonstrated that R2 is identical to the standard measure for 
the linear regression model (1.4), fitted with least squares, and includes an intercept term.

The corresponding confidence interval for the forecast ˆ ( )mn x  with a confidence level 
1 − α is represented by

 

�
�

�
�

� �
m

nh f
m

nh f
z

K
z

K
n

h i

n( )
( )

( )
( )

,
( )

,

x
x

x
x

x
− +

−
−

−1
2

2
2

2

1
2

2
2

2

α α
σ σ

hh i, ( )
,

−















x

 

where K K u u
2

2 2 2= ∫[ ( ) ]d , σ ω� � �2
1

21( ) ( )[ ( )]x x x= −=n
Y mi

n
i i nΣ  and z1−α/2 is a 1 − α/2-level quan-

tile of a standard normal distribution.

1.4.3 Cooperative Kernel-Based Learning Algorithm

In this section, we describe the cooperation for sharing the forecasting experience among 
the agents in a network. While working with streaming data, one should take into account 
two main aspects:

 1. The nodes should coordinate their forecasting experience over some previous 
sampling period.

 2. The nodes should adapt quickly to the changes in the streaming data, without 
waiting for the next coordination action.

As in the case of Section 3.3, we have an MAS consisting of s autonomous agents 
Ag = {Ag(1), Ag(2), . . ., Ag(s)}, and each of them has a local kernel-based regression model, 
which is estimated on the basis of its experience.

Now, we introduce the following notations. Let D Y c nj
c

j
c

j j( ) ( ) ( ) ( ){( , )| , , }= = …X 1  denote a 
local data set of Ag(j), where Xc

j( ) is a d-dimensional vector of factors on the c-th observation. 
To highlight the dependence of the forecasting function (1.15) on the local data set of Ag(j), 
we denote the forecasting function by ˆ ( )( )m xn

j .
Consider a case when some agent Ag(i) wants to forecast for some d-dimensional future 

data point xn
i
+1

( ) . Denote the weights and the corresponding normalised weights of formula 
(1.16) of the c-th observation from D(i) in the forecasting xn

i
+1

( )  as ωc
i

n
i( ) ( )( )x +1  and ˆ ( )( ) ( )ωc

i
n
ix +1 , 

respectively.
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We consider a forecast for xn
i
+1

( )  as not reliable if only one of the observations is taken with 
a significant weight in this forecast:

 max( ) ,( )( ) ( )�ωc
i

n
i bpx + >1

where bp is an agent’s parameter representing the maximal weight, after which a coordina-
tion takes place.

In this case, Ag(i) expects from other agents the points that are closer to the requested 
point than its own points. For this purpose, it sends a request to other traffic participants 
within its transmission radius by sending the data point xn

i
+1

( )  as well as the threshold for 
the observation weight. This threshold is set as the weight of the second best observation:

 Tr i
n
i

n
i

n
i( ) ( )

( )
( ) ( )( ) ( ),x x+ − +=1 1 1ω

where ω ω ω( )
( ) ( )

( )
( ) ( )

( )
( ) ( )( ) ( ) ( ), , ,1 1 2 1 1

i
n
i i

n
i

n
i

n
ix x x+ + +…  is an ordered sequence of weights in the forecast 

for xn
i
+1

( ) .
Each Ag(j) that receives the request calculates the weights ωc

j
n
i( ) ( )( )x +1  on the basis of its 

own data. If there are observations with weights ωc
j

n
i i

n
iTr( ) ( ) ( ) ( )( ) ( )x x+ +>1 1 , it forms a reply ˆ ( , )D j i  

from these observations (maximum 2) and sends it to Ag(i).
Let us define G(i) ⊂ Ag as a group of agents who are able to reply to Ag(i) by sen ding 

the requested data. All the data ˆ ,( , ) ( ) ( )D Gj i j iAg ∈  received by Ag(i) are verified and dupli-
cated data are discarded. These new observations are added to the data set of Ag(i): 
D D D

G

( ) ( , ) ( )

( ) ( )

j

Ag

j i j

j i
← ∪

∈
∪ � . Suppose that Ag(i) received r observations. Then, the new kernel 

function of Ag(i) is updated by considering the additive nature of this function:
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where p(i,j) (x) and q(i,j) (x) are the numerator and denominator of Equation 1.15, respectively, 
calculated by �D( , )j i .

Finally, Ag(i) can autonomously make its forecast for x xn
i

n r
i

n
im+ + +1 1

( ) ( ) ( )( )as � .

1.4.4 Numerical Example

To illustrate the implementation of kernel-based regression, we provide an example using 
the same data we used for the linear regression:

 

X Y=
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4 3 2 1 3 2
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Let us consider how an agent can calculate its forecasting function from formula (1.15). 
We take a Gaussian kernel function and for a one-dimensional case, K(u) is a density of 



22 Distributed Networks

© 2008 Taylor & Francis Group, LLC

the standard normal distribution N(0,1) with the mean being 0 and the variance equal to 
1: K u u( ) ( ( / )= −1 2 1 2 2

/ )eπ .
In a multi-dimensional case, the kernel function is the product of one-dimensional ker-

nels, as follows:

 K(< u1, u2, . . ., ud >) = K(u1) ⋅ K(u2) ⋅ ⋯ ⋅ K(ud).

We calculate the bandwidth h = (1.30 1.00 0.86) according to Equation 1.13 and make a 
forecast according to formula (1.17) for some new point x5 = (3.7 2.8 1.1) as
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Next, we illustrate a cooperative learning algorithm. Let us denote the above consi-
dered agent as Ag(1). Suppose that the focal agent needs to make a forecast for the point 
x5

1 3 7 2 8 1 1( ) ( . . . )= .
The weights of the observations and the corresponding normalised weights during fore-

casting are
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The maximal weight �ω 3
1 0 856( ) .=  is greater than bp = 0.8, so the agent requests coopera-

tion. We test the following threshold Tr(1) = 0.006.
We suppose that in the neighbourhood of the focal agent are two agents Ag(2) and Ag(3) 

with data sets:
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They calculate the weights ω(j), j = 2..3 on the basis of their own historical data in the 
same manner as the focal agent has done at the beginning of this example. Let the obtained 
weights be
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Both agents Ag(2) and Ag(3) have observations with the weights ωi
j Tr( ) ( )> 1 . So they send 

these observations as follows:
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and calculates the new weights and the corresponding normalised weights during fore-
casting for the data point x5

1 3 7 2 8 1 1( ) ( . . . )= :
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Now, we can make the estimation based on the new data:
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Remember that for this data point the corresponding true value Yt+1 = 2.5. We can see 
that the adjustment facilitates a better estimate ˆ .( )m8 2 52x =  of Yt+1 while before adjustment 
the estimate was ˆ .( )m4 2 61x = .

1.5 Case Studies

1.5.1 Problem Formulation

We simulated a traffic network in the southern part of Hanover, Germany. The network 
contained three parallel and five perpendicular streets, which formed 15 intersections 
with a flow of approximately 5000 vehicles/h. The network is shown in Figure 1.4.

We assumed that only a small proportion of vehicles were equipped with correspon-
ding devices, which helped to solve the travelling time forecasting problem. These devices 
could communicate with other vehicles and make the necessary calculations used by the 
DDPM module. In the current case, the DDPM module was implemented for regression-
based forecasting models. Other vehicles played the role of the ‘environment’, creating 
corresponding traffic flows.

The vehicles received information from TIC about the centrally estimated system vari-
ables (such as average speed, number of stops, congestion level, etc.) in this city district, 
which they combined with their stored historical information, before making adjustments 
after exchanging information with other vehicles using cooperative learning algorithms.

We assumed that each traffic participant considered the same factors during travelling 
time forecasting. These factors are shown in Table 1.1. Only significant factors were used, 
which were tested specifically for the linear regression model using the t-distribution.
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To obtain more reliable results, we considered the travel frequency based on statistics 
from a survey [38] in Germany (2012) of drivers aged over 14 years, as shown in Figure 1.5.

The system was implemented and simulated in the R package. The agents were trained 
using the available real-world data set (n = 6500). The data were normalised in the interval 
[0,1]. No data transformation was performed because experiments showed that they provide 
no additional quality improvements in the current models. During kernel-based regression, 
we used bandwidths h calculated by the formula (1.13), which are listed in Table 1.2.

We combined the linear and kernel-based regression results using two additional esti-
mates. The first estimate was the optimum, where we supposed an ‘oracle’ model helped 
to select the best forecast (with a low forecasting error) from every forecast. The oracle 
model represented the best forecast that could be achieved using the linear and kernel 
regressions.
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FIGURE 1.4
Road network in the southern part of Hanover, Germany.

TABLE 1.1

Factors Used for Travelling Time Forecasting

Variable Description

Y Travelling time (min)
X<1> Route length (km)
X<2> Average speed in system (km/h)
X<3> Average number of stops (units/min)
X<4> Congestion level (vehicles/h)
X<5> Number of traffic lights on the route (units)
X<6> Number of left turns on the route (units)
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The second ‘average’ estimate was the average of the kernel and linear estimates. There 
was a strong positive correlation between the linear and kernel estimates (about 0.8), but we 
demonstrated that the average estimate was often better than the kernel or linear estimates.

We conducted experiments using three types of models: a centralised architecture with 
an authority, a decentralised uncoordinated architecture and a decentralised coordinated 
architecture. The linear and kernel-based regression models were implemented in each 
model, as well as their combinations (oracle and average estimates).

We compared the results by analysing the average forecasting errors (1.7), the relative 
forecasting errors (1.8) and coefficients of determination R2 (1.4 and 1.19). These characteris-
tics are well-known measures of the effectiveness in predicting the future outcomes using 
regression models and they can be used with parametric and nonparametric models [39].

1.5.2 Centralised Architecture

This model assumes that agents transmit their observations to a central authority, which 
requires the transmission of a large amount of data, so it is very expensive. However, its 
forecast precision is the best of all the models considered because this method is based on 
all data sets.

First, we considered the linear regression model described in Section 1.3.2. This model 
was constructed using 2000 observations, which were selected randomly from the avai-
lable data set of 6500. The parameter estimates are shown in Table 1.3. All of the param-
eters satisfied the significance test, which was a measure of the effect on the target variable, 
that is, the travelling time. These parameters could be used as the ‘true’ parameter values 
in linear models with decentralised architectures.

Second, we also considered a kernel-based regression model for the same data.

TABLE 1.2

Factors and Corresponding Bandwidth Values h

Variable X<1> X<2> X<3> X<4> X<5> X<6>

Bandwidth h1 h2 h3 h4 h5 h6

Bandwidth value 0.01 0.03 0.2 0.2 0.1 0.05

1% 3%

13%

21%

28%

35%

Rarer Once a
week

2–4 times
a week

Almost
every day

Every day No data

FIGURE 1.5
Frequency of driving according to the survey. (Adapted from Frequency: Travelling with passenger cars, Statista, 
2012. [Online]. Available: http://de.statista.com/statistik/daten/studie/176124/umfrage/haeufigkeit-pkw-fahren/.)
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To test the efficiency of the models by cross-validation, we used 500 observations that 
were not used in the construction of the model. The corresponding R2 values are provided 
in Table 1.4, which shows that kernel regression gave more reliable results with R2 = 0.913.

Figure 1.6 shows the average forecasting errors for the linear, kernel-based, oracle and 
average models. Clearly, the kernel model yielded better results compared with the li near 
model (c. 15% smaller errors). The kernel model and average model yielded the same results 
after 300 time units, except that the average model had a 5% smaller standard deviation of 
errors. Before 300 time units, the average model was slightly better. In addition, the oracle 
model gave the best results, that is, 25% better than the kernel model. The best method for 
constructing the oracle model remains unclear.

1.5.3 Decentralised Uncoordinated Architecture

In this section, we consider an estimation model with fully decentralised uncoordinated 
architecture. There were no transmission costs in this case, although it was assumed that 
each agent was equipped with a special device for making forecasts. The main problem was 
that each agent constructed its own local model using a relatively small amount of data. This 
led to major forecasting errors, which could not be corrected due to the lack of coordination.

TABLE 1.3

Factors and Corresponding Parameters

Variable X<1> X<2> X<3> X<4> X<5> X<6>

Coefficient estimate b1 b2 b3 b4 b5 b6

Estimated value 0.222 −0.032 0.003 0.056 0.086 −0.017

TABLE 1.4

Values of the Coefficient of Determination R2 
Using the Centralised Approach

Linear Kernel

R2 value 0.829 0.913
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FIGURE 1.6
Average forecasting errors using different models.
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We simulated 20 agents (vehicles) with an initial experience of 20 observations. The 
si mulation experiments ran for 150 time units. The data used in the simulations were 
homogeneous. However, the LSE function (1.2) used for parameter estimation in the linear 
model had a number of local optima. If the parameters b of the agent fell into these local 
optima, they could remain there for a long time. A typical situation is shown in Figure 1.7.

Figure 1.7 shows the dynamics when changing the parameter values over time with 
several agents. The straight horizontal line shows the ‘true’ value of the corresponding 
parameter estimated in the centralised model. It can be seen that some agents had para-
meters that did not converge. Moreover, ‘clusters’ of agents were observed that converged 
to different values. Clearly, this had a negative effect on the quality of the forecasts.

The quality of the agent models was checked by cross-validation. In this case, the cross-
validation checked the i-th agent’s model based on observations of the other agents as test 
data. This procedure generated 20 coefficients of determination R2 (one for each agent) 
values for the kernel-based and linear models. Figure 1.8 shows the corresponding histo-
grams. The kernel model was better with a higher number of agents, although its perfor-
mance degraded for some agents.

As with the centralised architecture, we compared the average forecasting errors for the 
linear, kernel-based, oracle and average models (Figure 1.9). The linear and kernel model 
results were approximately of the same quality (the kernel model produced c. 2% smaller 
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FIGURE 1.7
System parameter estimates b1 (a) and b6 (b) for a linear model using different agents.

Kernel-based R2

Fr
eq

ue
nc

y

Fr
eq

ue
nc

y

0.76 0.78 0.80 0.82 0.84

0

1

2

3

4
(a) (b)

Linear R2
0.78 0.79 0.80 0.81 0.82

0
1
2
3
4
5
6
7

FIGURE 1.8
R2 values for the overall system based on kernel (a) and linear (b) models.



29Cooperative Regression-Based Forecasting in Distributed Traffic Networks

© 2008 Taylor & Francis Group, LLC

errors). However, the average model yielded considerably better results (6% smaller errors 
compared with the kernel model). The oracle model yielded the best results, that is, c. 35% 
better than the kernel model.

1.5.4 Decentralised Coordinated Architecture

This section considers an estimation model with decentralised coordinated architecture. 
The agents made a local estimation of the system parameters and used cooperative mecha-
nisms to adjust their parameters (linear model) or observations (kernel-based model) 
according to those of other agents. The amount of information transmitted was lower than 
that in the centralised model, because only locally estimated parameters or selected obser-
vations were transmitted rather than global data.

We used the same simulation parameters as those used in the uncoordinated archi-
tecture, that is, 20 agents with the initial experience of 20 observations. Most simulation 
experiments ran for 100 time units. The agents were equipped with a special device for 
making forecast calculations and communicating. In the linear model, the experiences of 
agents were used as the weights (reliability level) for their parameters during the adjust-
ment process. In the kernel-based model, the agents transmitted the two best observations.

First, we show the system dynamics for one randomly selected agent (Figure 1.10). Large 
errors disappeared over time and the number of communication events also decreased.

We analysed the number of communication events in greater detail. Figure 1.11 shows 
that the number of communication events with the linear and kernel-based models 
depended on the model parameters p and bp, which regulated the communication con-
ditions. There was a significant decrease in the number of communication events with 
the kernel-based model. With the linear model, there was a significant difference in the 
number of communication events that depended on parameters that did not decrease over 
time. The number of communication events also decreased slightly with time.

We analysed the dynamics of the parameter changes in the linear model (Figure 1.12). 
The straight horizontal line shows the ‘true’ value of the corresponding parameter, which 
was estimated by the centralised architecture. There was good convergence of the parame-
ters to the ‘true’ values. Further, there were no clusters of agents with different parameters, 
so the quality of forecasts was expected to be good.
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FIGURE 1.9
Average forecasting errors using the kernel, linear and combined models.
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The quality of the agent models was also checked by cross-validation technique, as with 
the previous model. Figure 1.13 shows that the kernel model yielded better results than the 
previous uncoordinated architecture. The linear model did not yield much better results, 
but the ‘bad’ agents disappeared so that all agents had equal R2 values. Thus, it is neces-
sary to make a trade-off between system accuracy (represented by R2) and the number 
of necessary communication events. The trade-off depended on the communication and 
accuracy costs.

As previously discussed and shown in Figure 1.11, changes in the model parameter 
va lues p and bp affected the number of communication events. Fewer communication 
events meant less precision. Figure 1.14 shows how the dynamics of the average forecast-
ing errors changed, depending on the system parameters. With the kernel model, a change 
in parameter p from 0.8 to 0.99 decreased the errors by ≥12% while the number of commu-
nication events increased by 35%. Changes in the linear model parameter bp from 1.3 to 2.5 
yielded approximately the same increase in quality of about 10%; however, the number of 
communication events increased by 300%. This demonstrated the importance of making a 
trade-off between an amount of communication and accuracy.

We compared the average forecasting errors using different models (Figure 1.15), as with 
the centralised and uncoordinated architecture. The results were similar to the centralised 
architecture results, that is, the kernel model was c. 5% better than the linear model. 
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The average estimate was similar to the kernel estimate, but it was slightly better (2%). The 
oracle model is considerably better than the other estimates (c. 40% better than the kernel 
model).

In the coordinated architecture, the agents with more experience (historical data set) 
helped the agents with less experience to improve their forecasts. This cooperation helped 
to improve the quality of forecasts, especially those of less-experienced agents. As a result, 
the average quality of the system was increased compared with the uncoordinated archi-
tecture (by c. 15% for the kernel-based, c. 8% for the linear, c. 6% for the average and c. 
9% for the oracle estimate). There was almost no difference from the centralised architec-
ture, although the amount of communication was smaller and the communication events 
occurred at a local level.

1.6 Discussion

Table 1.5 summarises the results of the average forecasting errors and goodness-of-
fit criteria R2 using the different forecasting models (linear, kernel, average and oracle) 
with various architectures (centralised, decentralised uncoordinated/coordinated). This 
de monstrated the advantages and disadvantages of the algorithms we implemented.

The linear regression model used all the data points for forecasting. This was a positive 
aspect if there were no historical observations close to the requested point. However, the 
equal effect of the distant and nearby data points, and the linear dependency, led to inac-
curate forecasts. Furthermore, the coordination of the parameters always increased the 
squared error calculated using the agent’s data because the current parameters were calcu-
lated based on the squared error minimisation. This meant that the straight regression line 
was being adjusted continuously via coordination and the new data points, so it could not 
be fitted well for all data points. Thus, linear regression gave the worst forecasts: R2 = 0.83 
for the centralised architecture and R2 = 0.82 for the coordinated architecture. The cen-
tralised architecture was worse because a single line could not make good forecasts for 
2000 data points. Figure 1.6 shows that there was a decrease in the average forecasting 
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errors with about 100 points, followed by an increase. The linear model within the uncoor-
dinated architecture was worse due to the convergence of the parameters of several agents 
to local optima instead of global optima.

The kernel-based regression model used only neighbouring points for forecasting. In 
contrast to the linear model, the absence of nearby points prevented good forecasting. 
However, there was no strong linear dependency and the model fitted well to the data 
points with nonlinear dependencies. Coordination greatly improved the quality of fore-
casting because new neighbouring data points were provided. The centralised architec-
ture made the best forecasts because there were many nearby points for most requested 
points (R2 = 0.91). However, the absence of experience (uncoordinated architecture) pro-
duced bad forecasts (R2 = 0.81), which were comparable with the results of the linear 
model. Coordination improved the R2 to 0.86 (with the linear model only to 0.82). For large 
amounts of data, the kernel-based model required numerous computations (all data points 
needed to be checked to ensure nearby points for each forecast).

With the average estimator, that is, the mean of the kernel-based and linear estimators, 
R2 could not be calculated because of the nature of the model. However, analysis of the 
relative forecasting errors showed that the average estimator in coordinated and unco-
ordinated architectures for relatively small amounts of data produced relatively better 
results than kernel-based or linear estimators. This was not explained by a negative corre-
lation between the linear and kernel-based forecasting errors, because there was a strong 
positive correlation of about 0.8); instead, it was due to the structure of these errors. As 
shown in Figure 1.10, the kernel model was more accurate on average, but it sometimes 
yielded highly inaccurate forecasts (if only one neighbouring observation was used for 
forecasting). The linear model was less accurate, but it did not produce such big outliers. 

TABLE 1.5

Average Forecasting Errors and Goodness-of-Fit Criteria R2 for the 
Different Forecasting Models, bp = 1.5, p = 0.85

Model
Average 

Forecasting Errors
R2 (After 

Cross-Validation)

Linear
Centralised architecture 0.051 0.829
Uncoordinated architecture 0.054 0.811
Coordinated architecture 0.050 0.819

Kernel-Based
Centralised architecture 0.045 0.913
Uncoordinated architecture 0.053 0.814
Coordinated architecture 0.047 0.859

Aggregated (Average)
Centralised architecture 0.046 —
Uncoordinated architecture 0.049 —
Coordinated architecture 0.046 —

Aggregated (Oracle)
Centralised architecture 0.034 —
Uncoordinated architecture 0.037 —
Coordinated architecture 0.034 —
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The average method avoided big outliers of the kernel model and it provided more accu-
rate forecasts. However, this advantage was lost when the kernel model had sufficient data 
to avoid outliers (in Figure 1.6, this occurred after c. 300 observations).

The oracle-based estimator, which combined the kernel-based and linear estimators, pro-
vided a possible lower bound for the average forecasting error. This algorithm could improve 
forecasts by c. 25%. However, it is still unclear how to choose between kernel-based and lin-
ear estimates. It is important to identify the factors or characteristics of estimators, which 
allow a comparison of linear and kernel-based regression estimates for one actual point.

1.7 Conclusions

This study considered the problem of intelligent data processing and mining in decen-
tralised multi-agent networks. We focused on cooperative regression-based travelling 
time forecasting in distributed traffic networks.

We proposed a multi-agent architecture and structure for intelligent autonomous agents 
and paid special attention to the data processing and mining modules. This approach 
allows input data processing and makes travelling time forecasting possible, while adjust-
ing the agent models if necessary.

We analysed the linear and kernel-based regression models, which can be applied effi-
ciently for travelling time forecasting. Regression models were tested with special atten-
tion to their implementation for streaming data, which is important for intensive data 
flows in traffic systems. We proposed regression-based coordination learning algorithms 
based on the confidence intervals of estimates, which allowed agents to improve the qual-
ity of their forecasts. Each model was illustrated with simple examples in a tutorial style, 
which facilitated understanding of the algorithms.

We demonstrated the practical application of the proposed approaches using real-world 
data from Hanover, Germany. We proposed the structure of regression models by selec-
ting significant factors. Three types of architectures were compared: distributed, cen-
tralised and decentralised coordinated/uncoordinated.

For each of the proposed architectures, we tested the accuracy of the linear and kernel-
based regression estimators of the travelling time, as well as combinations of both. We 
used the relative error and determination coefficient as goodness-of-fit criteria. The qual-
ity of each agent model was checked by cross-validation.

The results demonstrated the appropriate goodness-of-fit of all the models considered 
(R2 > 0.8). The kernel model usually produces better results compared with the linear 
model, although it was more sensitive to outliers. A simple combination of the linear and 
kernel-based estimates (average) reduced the effect of outliers and provided better esti-
mates with small amounts of data (<300). However, a more effective algorithm for choosing 
between the kernel-based and linear estimation method could theoretically yield 25–30% 
better results, which was demonstrated by the oracle model.

The centralised architecture provided the best quality of forecasts. However, it required 
a large amount of communication and computation, which was frequently impossible to 
implement. In decentralised architectures, the cooperation between agents and the corre-
sponding model adjustment improved the forecasts considerably. It was possible to obtain 
almost the same average forecasting errors as in centralised architectures, especially when 
we aggregated the kernel-based and linear estimates. This showed that a decentralised 
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architecture with communication could be a good alternative to the centralised architec-
ture, although it dispenses with the expensive authority and uses lesser communication 
and computation, which are mostly local and executed in parallel.

Our future work will be continued in three directions: (a) construction of the distributed 
model of multiple multivariate regression, which allows forecasting of several response 
variables simultaneously from the same set of explanatory variables (factors); (b) appli-
cation of other regression model types and different methods of combination of their 
estimates; (c) modification of the parameter adjustment algorithm (new strategies for the 
calculation of the reliability level of agents, resampling approach [40], etc.) in order to be 
more robust to outliers.
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2.1 Introduction

Owing to the recent development of sensing technologies, sensor networks, which are 
information networks consisting of sensors such as weather sensors or cameras, have 
been managed by many organisations. For example, the Kansei project described in Ref. 
[1] manages a sensor network that includes 96 sensors and opens the sensor network to 
researchers. A sensor network typically has a sink node, which collects the sensor data 
generated from the sensor nodes connected to the sensor network. Sensor networks have 
a restriction on the number of sensor nodes since the communication or the computational 
resources for sink nodes have upper limits. Therefore, we need to integrate some sensor 
networks to construct large-scale sensor networks that have many sensor nodes. We call 
such sensor networks integrated sensor networks (more details are provided in Section 2.3). 
With integrated sensor networks, users can aggregate sensor data obtained from some 
sensor networks. Aggregation means collecting the sensor data that have been executed 
in operations such as averaging or finding the maximum. The following are examples of 
aggregating sensor data from integrated sensor networks. There are three sensor networks 
deployed at Osaka, Kyoto and Nara, which are notable Japanese cities in the Kansai area 
that are located near one another.

•	 For weather forecasting, a user calculates the average temperature values of these 
cities every 1 h and every 1 km. To calculate them, the client aggregates the tem-
perature sensor data obtained from all the sensor networks.

•	 For environmental observation, a user finds the hottest city among the three cities. 
To find the city that has the maximum temperature value, the client compares the 
temperature sensor data obtained from all the sensor networks.

•	 To find the broken temperature sensors, a user finds the sensors generating abnor-
mal values by analysing the sensor data obtained from all the sensor networks.

As shown in Figure 2.1, in integrated sensor networks, sink nodes are connected to gate-
ways and gateways are connected to a centre server through a wide area network. The 
centre server aggregates sensor data according to the users’ submitted queries. In this 
chapter, we call sensor networks connected to a gateway and constructing integrated sen-
sor networks sensor network sites. Examples of integrated sensor networks are X-Sensor or 
Live E! [2,3]. Integrated sensor networks can enhance sensing accuracy, sensing type and 
sensing area.
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To aggregate sensor data from integrated sensor networks, several data aggregation 
systems have been proposed [2–8]. However, sensor network sites in integrated sensor 
networks are often managed by some organisations and have different sensor data aggre-
gation architecture.

Therefore, to realise the above examples, the users must collect their necessary sensor 
data from all sensor network sites for their clients. After this, the clients execute aggrega-
tion operations, such as averaging and analysis, on the collected sensor data. However, 
such processes to aggregate sensor data cause heavy network traffic in collecting data from 
all the sensor network sites. To solve this problem, data aggregation operations should be 
performed only on necessary data at each sensor network site. For example, to calculate 
the average temperature for weather forecasting, the clients do not need to collect all the 
sensor data, but only the average temperature and the number of sensors of each sensor 
network.

Hence, in this chapter, we describe a sensor data aggregation system using mobile agents 
(MAs) for integrated sensor networks. MAs are computer programs that migrate among 
sensor network sites. In the system, the clients generate MAs. MAs execute the programs 
migrating among sensor network sites, and finally return to the clients. The executed 
programs are automatically generated based on the users’ described queries. Since MAs 
migrate while executing the aggregation operations on the sensor data, the clients do not 
need to collect and aggregate the sensor data from all the sensor networks, and thus the 
network traffic can be reduced.

Centre server

Query

User

Sensor network site D

Sensor network site A

Sensor node

Gateway

Wide area network

Sink node

Sensor network site B

Sensor network site C

FIGURE 2.1
Example of integrated sensor networks.
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The rest of this chapter is organised as follows. We introduce related work in Section 2.2. 
In Section 2.3, we explain integrated sensor networks. We explain a query description for 
integrated sensor networks in Section 2.4 and a sensor data aggregation system using MAs 
in Section 2.5. Finally, in Section 2.6, we conclude the chapter.

2.2 Related Work

System architectures for integrated sensor networks are of two types: the client–server 
(C/S) type and the peer-to-peer (P2P) type.

2.2.1 C/S-Type Integrated Sensor Networks

In the C/S-type integrated sensor networks, the users aggregate sensor data stored in the 
gateways via the centre server as shown in Figure 2.1 [2,3,7–12]. The queries submitted to 
the centre server by the users are extracted for each sensor network site. The queries for 
each sensor network site include the necessary queries to execute the submitted queries. 
The extracted queries are sent to each sensor network site and the centre server receives 
the results. The centre server aggregates the collected sensor data. The users receive the 
aggregated results from the centre server. It is easy to manage information for sensor 
network sites such as sensing type, sensing interval and so on by managing them inten-
sively at the centre server. However, the response time lengthens when the network load 
increases since the load for collecting or operating sensor data concentrates on the centre 
server.

LiveE! [2], which is one of the integrated sensor network systems, collects the sensor data 
observed by digital instrument shelters. The shelters are managed by 11 decentralised 
servers, and have temperature, humidity, pressure, wind-direction, wind-speed and 
rainfall sensors. Since the servers are decentralised, LiveE! can relieve the servers’ load. 
However, the users must access all the servers to execute the queries.

X-Sensor 1.0 [3] is a sensor network test-bed. X-Sensor 1.0 has several sensor networks 
that are deployed in major Japanese universities. By registering a sensor network with the 
X-Sensor 1.0 test-bed server, the sensor network can be managed by the centralised server. 
Users can collect the sensor data from the X-Sensor 1.0 system via the centralised server.

2.2.2 P2P-Type Integrated Sensor Networks

In the P2P-type integrated sensor networks, the gateways are connected with each other 
using P2P technology [4,5,13,14]. The users submit their queries to the gateway (peer) that 
their clients are connected to. The queries are sent to the gateways that have the necessary 
sensor data to execute the queries. Compared with the C/S type, the centre server’s load 
can be distributed to the gateways. However, it takes a long time to collect information for 
the sensor network sites since they are not managed intensively at the centre server.

IrisNet [6] stores the sensor data in the distributed sensor databases. In IrisNet, sens-
ing agents (SAs) collect the sensor data from several sensors. SAs aggregate the collected 
sensor data for nearby organising agents (OAs). OAs select the most relevant database in 
which to store the aggregated data, from the viewpoint of the overall system performance, 
and transfer their data to this database.
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Environmental Monitoring 2.0 described in Ref. [15] is a data-sharing and visualisa-
tion system using Sensormap and a global sensor network (GSN) [4,5,14,16,17]. Sensormap 
provides data-sharing services and GSN provides data-management services. In contrast 
to the three systems above, Environmental Monitoring 2.0 focusses on the visualisation 
system. It can show the sensor type, sensor data, and so on visually.

2.2.3 Spatiotemporal Query Descriptions

Some query descriptions can describe the sensor data aggregation from spatiotemporal 
ranges [18–25]. In Ref. [22], the users can define spatiotemporal ranges and after that, they 
can be used in the queries. In Ref. [24], the spatiotemporal ranges are declared by using 
INSIDE phrases. However, they can only designate the spatiotemporal ranges and cannot 
aggregate sensor data to every spatiotemporal range.

2.2.4 MA Systems

Some systems designed to manage MAs have been proposed [26–31]. AgentTeamwork 
described in Ref. [29] uses MAs for grid computing. MAs migrate to the computers that 
have the necessary data, and execute the required tasks there. PIAX [30] is a P2P-based 
MA system. However, AgentTeamwork and PIAX do not focus on sensor data aggregation. 
MADSN [31], on the other hand, does not focus on integrated sensor networks. An MA 
system customised for integrated sensor networks offers users easy and efficient aggrega-
tion of sensor data generated from such networks.

2.3 Integrated Sensor Networks

In this section, we explain integrated sensor networks, which is a large-scale sensor net-
work integrating some sensor networks.

2.3.1 System Architecture

Figure 2.2 shows the system architecture for integrated sensor networks. In integrated 
sensor networks, each sensor network is connected with each other via gateways. Sensor 
networks consist of some sensor nodes. As we explained in Section 2.1, sensor network 
sites mean sensor networks and gateways managed by the same organisation. Sensor net-
work sites include sensor networks more than or equal to one. Integrated sensor networks 
consist of sensor network sites, gateways, the portal site and the centre server.

2.3.2 Sensor Network Sites

Each sensor network site is managed by different organisations. These can be integrated 
by commonalising their sensor network architecture. However, each organisation often 
adopts a different sensor network architecture. Changing the sensor network architecture 
is expensive. Therefore, we do not discuss the sensor network integration by common-
alising their sensor network architecture but by exploiting the sensor data collected by 
the gateways. Since the sensor data are collected by the sink node and the sink node is 



44 Distributed Networks

© 2008 Taylor & Francis Group, LLC

connected to the gateway, the integrated sensor network can access the sensor data at the 
gateways. Sensor nodes consisting of sensor networks are the temperature sensor, humid-
ity sensor and so on. They have sensor information listed in Table 2.1. The sensor informa-
tion is used to select sensor data based on the users’ described queries. Integrated sensor 
networks can identify the sensor network by using the organisation name and the sensor 
network name. The data type is the data type for the sensor data such as integer or float. 
The accuracy represents the error of the sensor data and the resolution is the highest reso-
lution that the sensor node can provide. For example, the resolution is 0.5°C when the tem-
perature sensor observes temperature of every 0.5°C. The sensor type is the sensor type of 
the sensor node such as the temperature sensor or humidity sensor.

Portal site/centre server

Sink node

Sensor network site

Sensor network

Sensor node

Sensor node

Sensing area

Gateway

Internet

User

FIGURE 2.2
System architecture for integrated sensor networks.

TABLE 2.1

Sensor Information

Name Content

Sensor ID The identifier for the sensor nodes in each sensor network
Sensor model The manufacturing model of the sensor node
Organisation name The name of the sensor network organiser
Sensor network name The name of the sensor network
Data type The data type for the sensor data
Accuracy The accuracy of the sensor data
Resolution The resolution of the sensor data
Unit The unit of the sensor data
Coordinate The coordinate of the sensor node
Sensor type The sensor type of the sensor node
Interval The interval of sensing the data
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2.3.3 Gateways

Sensor data collected by the sink node are stored in the database that the gateway has. 
The gateways have enough capacity of storage and are equipped with external powers. 
The sink nodes can also serve as the gateways when they have enough computational 
resources, including the storage.

2.3.4 Portal Sites/Centre Server

Integrated sensor networks have portal sites and centre servers. The users describe the 
queries for sensor data aggregation and submit them to the centre server via the portal site. 
They can obtain the results from the portal sites. The centre server grasps the sensor net-
works connected to the integrated sensor network and manages their sensor information.

The integrated sensor networks described above are often used in the sensor network 
research field and are realistic.

2.4 Query Description for Integrated Sensor Networks

In this section, we explain a query description for integrated sensor networks. The sensor 
data aggregation system using MAs uses this description.

2.4.1 Issues of Conventional Query Description

In conventional query descriptions for integrated sensor networks such as those used in 
IrisNet or GSN, the clients must collect the sensor data needed to execute the queries. For 
example, to realise the first example in Section 2.1, the client must collect the sensor data 
that are obtained by the sensor networks in Osaka city. After this, the client averages the 
collected sensor data every 1 h and every 1 km using other programming languages such 
as C language. Moreover, the user must submit many queries to collect the sensor data 
every 1 h and every 1 km. The query descriptions for such spatiotemporal sensor data 
aggregation become very complex in conventional query descriptions.

By describing temporal ranges for aggregating sensor data with a certain interval and 
area ranges for aggregating sensor data with a certain area interval, the complexity of 
the query description can be relieved. Also, describing aggregation operations such as 
averaging, finding the maximum and so on can save the trouble of describing many 
queries.

2.4.2 Design of Query Description

To make the descriptions of the sensor data aggregation easy, the query description 
explained here uses declarative description. The users declare their desirable aggregated 
sensor data. The integrated sensor network executes the queries describing the declara-
tions. The aggregated sensor data are declared by SELECT syntax. SELECT syntax consists 
of the phrases to designate spatiotemporal ranges, to select the sensor data from them. 
SELECT syntax is based on the often-used SQL query description. Different from ordinary 
SQL, our explained query description can designate spatiotemporal ranges.
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2.4.2.1 Designation of Spatiotemporal Ranges and Units

In this chapter, we use the words temporal ranges as the user designated temporal ranges, 
spatial ranges as the designated spatial ranges, and spatiotemporal ranges as both of them. In 
the first example in Section 2.1, the temporal range is an entire day. The spatial range is the 
Osaka, Kyoto and Nara cities. The temporal ranges are designated by specifying the start 
time and the end time. The spatial ranges are designated by specifying the rectangles. Since 
rectangles make it easy to combine some ranges and it is easy to specify rectangles, we use 
the shape of rectangles. The rectangles are specified by describing the coordinate of the left-
bottom corner and the lengths of each edge. In our explained query description, the spatio-
temporal ranges are designated by the FROM clauses. Here, clauses mean sets of phrases.

AREA phrases in FROM clauses designate the spatial ranges. An example is shown by 
rect in Figure 2.3. The horizontal axis is the longitude, the depth axis is the latitude and 
the vertical axis is the time. The sensor data series are denoted by cylinders. There are 
eight sensor data series in the figure. To enable the sensor data series to be easily seen, we 
denote them in the form of cylinders, though they are actually vertical lines. TIME phrases 
in FROM clauses designate the temporal ranges. An example is shown by span in Figure 
2.3. START and END phrases appearing after TIME phrases specify the start time and the 
end time. WINDOW phrases are used to specify the current time as the temporal ranges. 
By specifying window size after WINDOW phrases, the following temporal range timespan 
is designated. Here, t is the current time.

 0 < t − timespan < window size

SENSOR phrases designate the sensor types such as the temperature sensors or humidity 
sensors.

The spatiotemporal ranges are designated by using AREA, TIME and SENSOR phrases 
in FROM clauses. By describing some FROM clauses, the users can designate multiple 

span

rect
Time Latitude

Longitude

Sensor data series

FIGURE 2.3
Designation of spatiotemporal ranges.
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spatiotemporal ranges. In this case, AS clauses name each spatiotemporal range to identify 
them. FROM clauses are summarised as the following:

FROM {(AREA rect, TIME span, SENSOR type) AS alias [,...]}

The query description does not need to be changed when a new sensor network is added 
to the integrated sensor network since the ranges to aggregate sensor data are designated 
by spatiotemporal ranges, not the sensor network themselves. The centre server extracts 
the appropriate sensor networks from the spatiotemporal ranges using the sensor network 
information.

When queries operate sensor data at every spatiotemporal interval, the users need to 
designate their intervals. For example, the interval of the spatial range is 1 km2, and that 
of the temporal range is 1 h. Here, we denote the interval of the spatial ranges as spatial 
units and that of the temporal ranges temporal units and both of them as spatiotemporal units. 
Figure 2.4 shows examples of temporal units, spatial units and spatiotemporal units. There 
are eight sensor data series in the figure. Sometimes, there are no sensor data in a spatio-
temporal unit or there are some sensor data in a spatiotemporal unit. For example, when 
there are no sensor data in a 1 km2 range in Osaka city, the query substitutes the sensor 
data with the sensor data of neighbouring units. Or, when there are multiple sensor data 
in a 1 km2 range, the query substitutes the sensor data with the maximum sensor data in 
the unit. The representative value of each spatiotemporal unit is denoted by representative 
sensor data. We explain temporal units and spatial units, respectively, from the next section.

2.4.2.2 Designation of Temporal Units

TIMESPAN clauses designate temporal units.

 TIMESPAN slot USING aggmethod

 [ELSE {INTERP USING method|CONTINUE()|ABORT()}]

Spatiotemporal unit

Spatial unit

Temporal unit

Longitude

Latitude

Time

FIGURE 2.4
Spatiotemporal units in a spatiotemporal range.
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Temporal units are specified by a slot. span specified in the TIME clause is divided into 
some temporal units of every slot. When ALL specifier is specified in a slot, the temporal 
unit is the same as the temporal range. When there are multiple sensor data in the temporal 
unit, the aggregation method is specified by aggmethod in USING clauses. Table 2.2 shows 
the aggregation methods that can be used in aggmethod. For example, the users describe 
MAX(), which finds the maximum value in the temporal unit, to aggmethod. Also, the users 
can use their defined method by using UDEF(). When there are no sensor data in the tem-
poral unit, the aggregation method is specified in the phrases after the ELSE phrase. When 
INTERP USING phrase is described after the ELSE phrase, the users specify the interpola-
tion method by method. Table 2.3 shows the methods that can be specified in method. For 
example, the sensor data of the temporal unit that has no sensors are interpolated by the 
sensor data of the previous temporal unit by using the PREV method. When CONTINUE() 
is used, the aggregation process skips the current temporal unit when there are no sensors 
in the temporal unit. When ABORT() is used, the aggregation process finishes. When the 
ELSE phrase is abbreviated, the aggregation process continues to the next unit.

2.4.2.3 Designation of Spatial Units

AREASPAN clauses designate spatial units.

 AREASPAN side USING aggmethod

 [ELSE {INTERP USING method|CONTINUE()|ABORT()}]

Spatial units are specified by side. The shapes of the spatial units are square and side is 
the edge length of the spatial units. Figure 2.5 shows spatial units. The horizontal axis is 
the longitude and the vertical axis is the latitude. The sensor data in the spatial range are 
represented by circles. The spatial range is designated by the left-bottom corner of the spa-
tial range (la, lo) and the longitude and latitude offsets. The spatial units are designated by 
square shapes and the length of the edge is side. As shown in the figure, the spatial range 

TABLE 2.3

Interpolation Methods for Temporal Units

Method Content

PREV() Uses the sensor data of the previous temporal unit
LERP() Interpolates the sensor data by linear function using the 

sensor data in the previous and the next temporal units
UDEF() Uses the user-defined method

TABLE 2.2

Aggregation Methods Used for Spatiotemporal Units

Method Content

AVG() Average the sensor data in the unit
MAX() Find the maximum value in the unit
MIN() Find the minimum value in the unit
COUNT() The number of the sensor data in the unit
SUM() Sum up the sensor data in the unit
UDEF() Uses the user-defined method
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designated by the AREA phrase is divided into the spatial units on every side. We denote 
each spatial unit by grid(j,i) (0 <= i <= M – 1, 0 <= j <= N – 1). Here, M and N are the number 
of i and j. When ALL specifier is specified in a side, the spatial unit is the same as the spatial 
range. When there are multiple sensors in the spatial unit, the aggregation method is spec-
ified by aggmethod in USING clauses. Similar to the TIMESPAN phrases, the aggregation 
methods shown in Table 2.2 can be used in aggmethod. Also, the users can use their defined 
method by using UDEF(). When there are no sensors in the spatial unit such as grid(1,1), 
the aggregation method is designated after the ELSE phrase. When the INTERP USING 
phrase is described after the ELSE phrase, the users specify the interpolation method by 
method. Table 2.4 shows the methods that can be used in method. For example, the sensor 
data are interpolated using the maximum value or the average value of the neighbouring 
spatial units when there are no sensors in the spatial unit. Also, the users can use their 
defined method by using UDEF(). When ABORT() is used, the aggregation process finishes 
when the unit has no sensors. When the ELSE phrase is abbreviated, the aggregation pro-
cess continues to the next spatial unit.

Longitude offset

Longitude

(la, lo)

Side

No sensor data in this grid

Sensor data

Grid (j,i)

La
tit

ud
e o

ffs
et

Latitude

i = N – 1

i = 0

j = 0 j = M – 1

FIGURE 2.5
Spatial units in a spatial range.

TABLE 2.4

Interpolation Methods for Spatial Units

Method Content

E_AVG() Uses the average sensor data in the neighbouring spatial unit
E_MAX() Uses the maximum sensor data in the neighbouring spatial unit
E_MIN() Uses the minimum sensor data in the neighbouring spatial unit
UDEF Uses the user-defined method
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2.4.2.4 Data Selection of Spatiotemporal Ranges

The query description designates the sensor data for aggregation in SELECT phrases. 
Table 2.5 shows the aggregation methods for SELECT phrases. The identifiers specified 
in AS phrases for spatiotemporal ranges can be used for the arguments of these methods. 
These methods are applied for the representative data. Also, we can use four arithmetic 
operations. The details are as follows:

 SELECT SUM (c.value)

SUM method is the aggregation operation that calculates the sum of the data series spec-
ified by the arguments. In the above description, the query calculates the sum of the sensor 
data for each spatial unit. Here, value is one of the attributes for spatiotemporal ranges and 
specifies all sensor data in the spatiotemporal range c.

 SELECT TOPK (10, c.value, order)

TOPK method is the aggregation operation that extracts the top K sensor data from the 
spatiotemporal ranges. The above description aggregates the top 10 temperature sensor 
data from the spatiotemporal range c. If order is ASC, the result is an ascending order. If 
order is DESC, the result is a descending order.

 SELECT MAX (c1.value, ..., cn.value)

MAX method is the aggregation operation that finds the sensor data that have the maxi-
mum value. The above description aggregates the maximum sensor data from the spatio-
temporal ranges c1 to cn.

 SELECT CORR (c1.value, c2.value)

CORR method is the aggregation operation that calculates the correlation of two spatio-
temporal ranges. The above description calculates the correlation between the spatiotem-
poral ranges c1 and c2.

 SELECT UDEF (c1, . . ., cn)

TABLE 2.5

Aggregation Methods Used for SELECT Phrase

Method Arguments Content

AVG Spatiotemporal ranges Average the sensor data in the spatiotemporal ranges
MAX Spatiotemporal ranges Find the maximum sensor data in the spatiotemporal ranges
MIN Spatiotemporal ranges Find the minimum sensor data in the spatiotemporal ranges
COUNT Spatiotemporal ranges The number of the sensor data in the spatiotemporal ranges
SUM Spatiotemporal ranges Sum up the sensor data in the spatiotemporal ranges
TOPK K, spatiotemporal ranges, order Find the top K sensor data in the spatiotemporal ranges
ABS Spatiotemporal ranges Absolute values of the sensor data in the spatiotemporal ranges
CORR Two spatiotemporal ranges Calculate the correlation of the spatiotemporal ranges
UDEF Spatiotemporal ranges Uses the user-defined method

www.allitebooks.com
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The UDEF method aggregates the sensor data based on the user-described method. 
Therefore, the users can program their desirable aggregation operation by using the UDEF 
method. The operation for the UDEF method can be programmed by other programming 
languages such as C language.

 SELECT c1.value–c2.value

The above description calculates the difference between two spatiotemporal ranges.

2.4.2.5 Sensor Data Extraction from Spatiotemporal Ranges

WHERE phrases extract the sensor data from the spatiotemporal ranges. Similar to 
SELECT phrases, WHERE phrases can use the identifiers of spatiotemporal ranges and 
their attributes. An example description follows:

 WHERE c.value > a

The above description extracts the sensor data of that value is larger than a from the 
spatiotemporal range c. The operation also includes four arithmetic operations and logical 
operations such as AND and OR.

2.4.2.6 Loop Operations

The aggregation operations can be repeated while a condition is satisfied by using WHILE 
phrases.

 WHILE c.value > = b

The above description repeats the aggregation operations until the value of the spatio-
temporal range c becomes larger than or equal to b.

2.4.3 Implementation of Query Description

Figure 2.6 shows the summary of SELECT syntax. We explain the SETAGENT phrases in 
Section 2.5. This is related to the migration of MAs. Figure 2.7 shows the syntax defini-
tion using Backus–Naur form (BNF) description. Also, the syntax definitions for FROM, 
AREASPAN, TIMESPAN, WHERE and WHILE phrases are shown in Figures 2.8 through 
2.10. The spatial units are operated from the left-bottom unit to the right-top unit sequen-
tially along the longitudinal axis. The temporal units are operated from the oldest unit 
to the newest unit sequentially. The operations are executed after the interpolation. Table 
2.6 shows the attributes of spatiotemporal ranges. These can be used for the arguments of 
aggregation operations.

2.4.4 Example of a Query Description

Figure 2.11 shows an example of a query description for sensor data aggregation. This is 
a query description to calculate the correlation of the temperature between Osaka and 
Kyoto for environmental monitoring. The monitoring period starts at 12:00 hours and 
finishes at 17:00 hours. The query calculates the average temperature every 1 km2 and 
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10 min. For the correlation calculation, the area and the timespan specified by the TIME 
and AREA phrases are similar to both cities. If there are no sensors in a spatial range, 
the representative value is interpolated by the neighbouring values. If there are no sen-
sors in a temporal range, the previous value is used as the representative value. Figure 
2.12 shows an example of a continuous query. This is a query description to repeatedly 
find the maximum temperature every 0.0001° geometric square and every 10 min to find 
emergency situations.

FIGURE 2.6
Summary of SELECT syntax.

FIGURE 2.7
BNF description of SELECT syntax.

FIGURE 2.8
BNF description of FROM clauses.
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2.4.5 Discussion

We compare the character length of query descriptions. Our explained query descrip-
tion is compared with conventional SQL and a query description that can describe spa-
tiotemporal ranges called PLACE. The detail is described in Refs. [24,25]. The result is 
shown in Table 2.7. x is the character length of the procedural descriptions. To compare 
only the declarative descriptions, we show them by x. The queries used for the comparison 

FIGURE 2.9
BNF description of AREASPAN and TIMESPAN clauses.

FIGURE 2.10
BNF description of WHERE and WHILE phrases.
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are shown in Figures 2.13 through 2.15. The query description A does not use any proce-
dural descriptions and does not specify the spatiotemporal units. The spatial units for the 
query descriptions B and C are every 1 km and the temporal units are every 10 min. The 
query description B finds the top 10 temperature data and the query description C calcu-
lates the correlation.

FIGURE 2.12
Example of continuous query.

FIGURE 2.11
Query to calculate the correlation of different spatiotemporal ranges.

TABLE 2.6

Attributes of Spatiotemporal Ranges

Attribute Content

value The value of the sensor data
sensor_id The sensor ID of the sensor
sensor_model The sensor model of the sensor
organization_name The organisation name of the sensor 

network including the sensor
sensornetwork_name The sensor network name
data_type The data type of the sensor data
accuracy The accuracy of the sensor data
resolution The resolution of the sensor data
unit The unit of the sensor data
longitude The longitude of the sensor
latitude The latitude of the sensor
sensor_name The sensor name
interval The interval of the sensor data
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The conventional descriptions cannot flexibly describe the aggregation operations for 
spatiotemporal units. Although GROUP BY phrases of SQL is similar to the operations 
for spatiotemporal units, GROUP BY only groups the same values and does not flexibly 
describe the units. The character lengths of the conventional descriptions are longer 
than our explained description since they have to write some queries to realise spatio-
temporal queries.

FIGURE 2.13
Query description A.

FIGURE 2.14
Query description B.

TABLE 2.7

Comparison of Description

Query Description SQL PLACE Our Description

A 31 20 10
B 36 + x 25 + x 27
C 65 + x 46 + x 47

FIGURE 2.15
Query description C.
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2.5 Sensor Data Aggregation Systems Using MAs

As noted in Section 2.1, the network traffic required to execute the query explained in the 
previous section by using conventional architecture is large since the clients must often 
collect all the sensor data from all the sensor network sites. By executing the aggrega-
tion operations on the gateways that have the sensor data needed for the aggregation and 
aggregating only the necessary aggregated results, the network traffic can be reduced. 
MA systems are suitable for executing operations on respective sensor networks, since 
they can migrate among the sensor networks, executing operations. Therefore, we explain 
a sensor data aggregation system for integrated sensor networks using MAs. The detail is 
explained in Ref. [32].

2.5.1 Design for Sensor Data Aggregation Systems Using MAs

In this section, we describe the design for sensor data aggregation systems using MAs for 
integrated sensor networks. For this, we have to consider the following items.

2.5.1.1 Compatibility of Sensor Network Sites

There is a high possibility that different sensor network sites use a different sensor net-
work architecture. One of the main differences is the attribute names for the databases. 
For example, the attribute name of the time stamps for the sensor data can be ‘time’, ‘time 
stamp’ and so on. To make these attributes compatible, the sensor data aggregation sys-
tems use unified attribute names. By associating the attribute names of the sensor network 
sites with the unified attribute names, the queries can use the unified attribute names. For 
example, the system associates the attribute names that mean time stamps such as ‘time’ 
or ‘time stamp’ with the unified attribute name ‘timestamp’. Also, the centre server should 
grasp the sensor network information described in Table 2.1 to execute the queries.

2.5.1.2 Management of MAs

To enable MAs to aggregate the sensor data, we need to manage MAs. That is, the system 
generates MAs and controls them according to the users’ operations. For example, the cen-
tre server selects the sensor network sites that have the necessary sensor data to execute 
the query. After this, the centre server generates MAs to execute the extracted queries and 
makes them migrate to the sensor network sites.

The query description explained in Section 2.4 can describe spatiotemporal ranges. 
Therefore, by migrating MAs to each spatiotemporal range, the system can easily aggre-
gate sensor data from the integrated sensor networks. Hence, the system generates MAs 
for each spatiotemporal range. They migrate to their associated spatiotemporal range and 
collect the sensor data from the gateways.

Figure 2.16 shows our designed architecture for MAs to aggregate sensor data. The syn-
tax parser parses the queries described using the query description explained in Section 
2.4. The query is extracted for some queries for each sensor network site. MAs migrate 
among the gateways and execute the query. The results are returned to the centre server 
by JavaScript Object Notation (JSON) or text formats. Here, MA0 is the MA that manages 
the sensor data aggregation of the user-described query. MA1,. . ., MAn are MAs for each 
spatiotemporal unit. The sensor data aggregation methods in each spatiotemporal range 
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are described in the query. Finally, their aggregated sensor data are gathered by a mobile 
agent (MA0). The results are returned to the centre server and shown to the user.

2.5.1.3 Database Access by MAs

The syntax parser generates SQL queries by using the sensor network information and 
the unified attributes. By the user query extraction of the syntax parser, MAs can obtain 
the SQL queries. At each gateway, the MA that knows the way to access the database is 
required. We call them the gateway agents. The gateway agents reside at the gateways. They 
receive the SQL query from the MA that the system migrates (user agents) to and submit 
the query to the databases that the gateways have. Figure 2.17 shows our designed archi-
tecture to access databases from MAs.

2.5.1.4 Behaviour Determination of MAs

The sensor data collected from some gateways are sometimes aggregated to a gateway. 
For this, the behaviour of MAs to collect sensor data has two policies, which are shown in 
Figure 2.18.

In the figure, the black circles show the gateways and the lines show their connections. 
The trajectories of MAs are shown by dotted lines. MAs finally migrate to the centre server.

In the policy for MAs to collect sensor data by only one MA (TRAVERSE), an MA tra-
verses the gateways described in the spatiotemporal ranges of the queries. In this policy, 
the MA has sensor data needed to execute the query and it is easy to execute the query. 
However, the time to aggregate the sensor data increases as the number of gateways 
needed to migrate increases.

Result Query

MA0

MAn–1 MAnMA1

Centre server

Syntax parser

Integrated sensor network

JSON/text

Gateway

FIGURE 2.16
Architecture of sensor data aggregation by MAs.
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On the other hand, in the policy for MAs to collect sensor data by multiple MAs 
(PARALLEL), some MAs migrate to the gateways that have necessary sensor data for exe-
cuting the query. Since some MAs aggregate the sensor data in parallel, it can reduce the 
time to aggregate sensor data. However, the number of MAs increases as the number of 
the gateways needed to collect sensor data increases. In the query description explained in 
Section 2.4, SETAGENT phrases designate the MA route.

2.5.2 Implementation

We explain our implementation of the sensor data aggregation system based on the previ-
ous section.

2.5.2.1 Definition of Sensor Network Information

To ensure the compatibility of sensor network sites, we make the centre server grasp the 
attribute names for the sensor databases of each sensor network site associated with the 

Gateway

MigrationMigration

Data collection request Result

SQL
Databases

Gateway agent

Sensor network

User agent

FIGURE 2.17
Database access architecture.
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FIGURE 2.18
Routes for MAs to aggregate sensor data.
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unified attribute names. The associations are written in XML format. MAs read the XML 
documents and change the attribute names for the gateways to the unified attribute names.

2.5.2.2 Use of the MA System

Various systems to manage MAs have been developed. Among these, P2P-based systems 
are suitable for integrated sensor networks. By using a P2P-based MA system, the system 
load is not concentrated on the server, and thus it can run effectively on MAs. Although 
our system has a centre server, the load is low since the clients communicate with it only 
when they start running the system.

We exploit PIAX [30] for managing MAs. PIAX is a P2P-based MA system, suitable for 
aggregating data from integrated sensor networks. The MAs are implemented by Java. 
In PIAX, MAs can migrate between PIAX peers. Figure 2.19 shows the implementation 
of PIAX to the gateways. The observed sensor data by the sensor networks are stored in 
the databases in the gateways. We use PostgreSQL for the databases. Java virtual machine 
(JVM) is required to run PIAX, and JDBC is the library to access the databases from Java. 
PIAX peers run on JDBC and PIAX libraries, and manage MAs.

2.5.2.3 MAs Generation

After the syntax parser parses the submitted query, the centre server generates the user 
agent to aggregate the sensor data. The original user agent traverses the sensor network 
sites or generates other user agents based on the SETAGENT phrase in the query. The user 
agents have the SQL queries generated by the syntax parser and collect the sensor data by 
communicating with the gateway agents. After they collect the sensor data, they execute 
the aggregation operations to the sensor data. The aggregation operations are extracted 
from the user-submitted query by the centre server based on the spatiotemporal ranges. 
Each user agent has the sensor data needed to execute the aggregation operations. After 
that, they return the aggregated sensor data for each spatiotemporal range to the original 
user agent. The user agent aggregates the collected sensor data and the users can obtain 
desirable results.

Gateway

GA

PIAX
PIAX Peer

JVM

Database
(PostgreSQL)

Sensor network

Mobile agent Gateway agent

JDBC

MA From previous peerTo next peer

FIGURE 2.19
Implementation of gateways.
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2.5.2.4 MA Migration

As described in Section 2.5.1.4, MAs have two policies. To realise them, MAs need to know 
the network address for each gateway. PIAX, which we used for the MA management 
system, provides the MA migration functions and the finding of the network address is 
realised by PIAX. The detail is described in Ref. [30].

2.5.2.5 Web Browser Interface

To provide visual interfaces, we use web browsers. This is because users do not need to 
instal new software to visualise the state of sensor data aggregation, since most of the 
clients have web browsers. In addition, we can employ various web applications such as 
maps and databases through the Internet, and exploit these, through web browsers, for the 
purposes of visualisation.

The interface is shown in Figure 2.20. When the mouse cursor points at the indicator, 
the detailed information for the sensor network pops up. If there are a number of sensor 
networks in a narrow area, it may be difficult to recognise each indicator. In this case, 
the indicators are bundled up in one square indicator. By zooming the map, the bundled 
indicator is divided into the respective squares. To display the information for each sensor 
network when users access the website, the web server accesses the sensor network infor-
mation from the centre server.

To aggregate the data from integrated sensor networks, users first select the respective 
sensor networks. The selected sensor networks are listed in the left column. When users 
click the selected sensor network name in the list, the location is shown on the map. By 
double-clicking the sensor network name, the sensor network is removed from the list.

After selecting the sensor networks, users push the ‘Create Query’ button to create que-
ries. Here, ‘query’ means a query to aggregate sensor data, including the program for MAs. 
To execute the queries, the system generates the user agents. The query creation dialogue 
appears when users push the button. With the ‘AgentRoute’ tab in the dialogue, users enter 

FIGURE 2.20
Web interface.
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the query name. Then, users select the agent mode. When users finish creating the query, 
they push the ‘OK’ button. Then, the generated user agent begins to migrate among the 
sensor networks. The created queries are listed in the ‘QueryList’ located on the top left of 
the web page. The users can check the results of the data aggregation by double-clicking 
the query name listed in the ‘QueryList’. In addition, since MAs can return the results at 
runtime, users can check the intermediate results when needed.

Figure 2.21 shows the physical sensors that compose the integrated sensor network. We 
deployed more than 100 sensor nodes in our laboratory.

2.5.3 System Evaluation

We evaluated our implemented sensor data aggregation system using MAs.

2.5.3.1 Evaluation Environments

We measured the network traffic and the response time for the sensor data aggregation 
using MAs. In this evaluation, we used three sensor network sites. We described the query 
assuming that the user checks the trip destination is rainy or not by using camera images. 
The query calculates the feature amounts that the images taken by the cameras in each spa-
tiotemporal unit suggest rain. Then, the query calculates the average of the feature amounts 
for each sensor network site and finally obtains the probability that the trip destination is 
rainy. For comparison, we realise the query by our implemented query description and 
conventional SQL descriptions by C/S systems. The data size of MAs is 7700 bytes and the 
SQL query size becomes 110 bytes. The data size of the camera image is 1800 Kbytes.

2.5.3.2 Evaluation Results

Table 2.8 shows the evaluation results. In our implemented sensor data aggregation system 
using MAs, MAs can calculate the feature amount at each sensor network site. Therefore, 
MA systems do not need to transmit the image data itself, but only transmit the feature 
amounts. On the other hand, the C/S system cannot calculate the feature amount at each 

FIGURE 2.21
Sensors in our laboratory.
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sensor network site and has to transmit the image data to the centre server. So, the traffic 
for C/S is larger than that for MA.

Regarding the response time, when the number of the sensor network sites is small, the 
response time of the MA system is smaller than that of the C/S system. This is because 
the MA system does not need to transmit the image data. However, as the number of 
the sensor network sites increases, the response time increases and that of the MA sys-
tem becomes longer than that of the C/S system. This is because the time to traverse MA 
increases as the number of sensor network sites increases.

2.5.3.3 Discussion

We can see that the MA systems can reduce the network traffic compared with the C/S 
systems. The C/S systems require more network traffic than the MA systems as the sen-
sor data size increases. However, when MAs cannot aggregate sensor data effectively, the 
network traffic increases. Therefore, the effectiveness of using MAs depends on the appli-
cation of data aggregation.

Our implemented system is suitable for sensor data aggregation using MAs, since 
the system is designed to make MAs aggregate the sensor data. Other MA systems 
such as AgentTeamwork or the original PIAX are designed for, and can be applied to, 
various MA applications. However, an MA system customised for integrated sensor 
networks offers users easy and efficient aggregation of the sensor data generated from 
integrated sensor networks. A further merit may be seen in the ability to visualise the 
locations of sensor networks and MAs. Therefore, it is easy to determine the status 
of MAs. Regarding the fault tolerance, by programming MAs so that they can find 
unusual response from sensors, we can make the system tolerant to troubles.

On the other hand, one of the demerits of our implemented system is that it is hard for 
nonexpert users to write the agent programs. We can solve this problem by improving the 
script language for programming MAs, and by supporting more intuitive GUI. In addi-
tion, since the users have flexibility in writing MA programs, they can create malicious 
agents such as computer viruses. However, we can detect these by checking the user-writ-
ten MA programs at the centre server.

2.6 Conclusion

2.6.1 Summary

In this chapter, we have explained the query description and the sensor data aggrega-
tion systems from the integrated sensor networks. Our explained query description can 

TABLE 2.8

Evaluation Results

Number of Sensor 
Network Sites

Traffic (Kbytes) Response Time (s)

C/S MA C/S MA

1 1844.468 796.240 12.535 8.261
2 3689.302 1584.726 23.432 18.984
3 5534.238 2373.619 27.821 32.192
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declaratively describe the data aggregation operations for spatiotemporal units. The users 
can easily describe the queries that include operations for every spatial and temporal unit 
such as averaging, similarity calculations, and so on. Therefore, the users do not need 
to submit multiple queries to each sensor network site that has different sensor network 
architecture. Moreover, the query description is used for our implemented sensor data 
aggregation system using MAs. MAs are computer programs that migrate among sensor 
network sites. MAs can decrease the network traffic when the data size for the aggregated 
sensor data is small by migrating the MAs to the sensor network sites that have necessary 
sensor data for the aggregation.

Our evaluation results show that the character length of the query is small compared 
with other descriptions when the query includes the aggregation operations for spatiotem-
poral units. Also, the traffic and the response time are short when the number of sensor 
network sites is small.

2.6.2 Future Work

The current sensor data aggregation system using MAs for integrated sensor networks 
assumes that the sensor nodes do not move. However, recently prevailing smart phones or 
laptop computers have many sensors and we can exploit them for sensor networks. In that 
case, the sensor nodes move and the system must collect the sensor data from the moving 
sensor nodes. When the sensor nodes move, their connected gateways change. Therefore, 
MAs should chase the gateways that the necessary sensor nodes to execute the queries 
connect to.

Also, when the users submit multiple queries, a part of the aggregation operations can 
be shared with other queries. For example, averaging temperature data to every spatio-
temporal unit can be used for many queries. In that case, by sharing the result of the 
aggregation operations, the network traffic and the response time can be reduced. We will 
consider the network traffic reduction by sharing the aggregation results.
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3.1 Introduction

Distributed service (or resource) discovery (DSD) is becoming an important research area 
in service-oriented computing (SOC) because many software applications are now devel-
oped with services from different vendors. Most of the current DSD approaches follow 
the techniques used in peer-to-peer (P2P) applications. It is estimated that 70% of the 
Internet traffic today is consumed by these P2P applications. Also, the volume of P2P 
traffic is on the rise. P2P and DSD applications function by forming an overlay on top of 
the existing Internet protocol (IP) layer (underlay layer). The query routing mechanism of 
the current P2P applications functions purely on the overlay without incorporating the 
topological and routing knowledge of the underlay. Consequently, Internet service pro-
viders (ISPs) are tested to their limits due to underlay-ignorant query forwarding that is 
employed by the overlay applications such as P2P and DSD. This underlay-ignorant query 
forwarding leads to inefficient usage of the underlying links because the peers in the 
overlay are ignorant of the location of their neighbours in the underlay. As a result, ISPs 
need to handle large volumes of traffic as transiting nodes, which results in increased 
inter-ISP traffic. Moreover, the neighbours that could be reached through the same path 
in the underlay are not known in the overlay, and therefore the traffic is redundantly sent 
in the underlying links, consuming their bandwidth and causing high interlayer com-
munication overhead.

To alleviate these problems that are caused by underlay-ignorant query forwarding in 
the overlay, this research proposes to move the query routing process from the overlay 
layer to the IP layer. This research focuses on providing the IP layer with both the service 
location information and message level knowledge to minimise the stand-off between the 
ISPs and P2P-based DSD applications. For this purpose, it is proposed to employ an intel-
ligent message routing (IMR) by implementing application-oriented networking (AON) at 
the routing layer of the systems that are based on DSD architecture. A suitable query rout-
ing algorithm was developed and tested with the DSD architecture.

The proposed DSD architecture and the query routing algorithm are hypothetically 
analysed and the improvements obtained in terms of query retrieval time, inter-ISP 
traffic and underlay links utilisation are demonstrated. The remainder of the chapter is 
organised as follows. Section 3.2 describes the overlay versus underlay routing, Section 
3.3 discusses the cause for IP-oblivious query forwarding in DSD systems and Section 3.4 
covers the related work. The proposed DSD model is elaborated in Section 3.5 and it is 
analysed hypothetically in Section 3.6; Section 3.7 concludes the chapter with issues and 
future work.

3.2 Underlay Routing versus Overlay Routing

Overlay routing is the approach of forming a network of nodes (peers) on top of an existing 
network, usually the IP network. The neighbours formed in the overlay are independent of 
the IP network. The IP network is called the underlay layer. The simplest form of an over-
lay network is the virtual private network (VPN) in which a VPN packet is encapsulated 
over the IP packet. The concept of overlay formation has been used by many applications 
and this chapter, in particular, focuses on the DSD application.
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3.3 Mismatch between the Overlay and the Underlay Topology

One of the major reasons for the poor performance of DSD applications is the mismatch 
between the overlay neighbour formation by the peers and the underlay topology. To 
understand this, let us inspect Figure 3.1, shows a schematic view of the peers super reg-
istry (SR) in the overlay layer. The continuous line in the overlay depicts the neighbour 
relationship between the peers. In the underlying IP layer, a continuous line depicts a 
physical neighbour connected via the routers. The dotted lines in the figure map the peers 
in the overlay to that of their physical location in the underlay. In the overlay, peers A and 
B, which appear to be neighbours, are in fact four hops away in the underlay. When a 
query routing mechanism is implemented in the overlay without considering the under-
lay’s physical distance, then peers A and B are considered to be neighbours. Also, there 
could be peers C and D that are neighbours in the overlay as well as in the underlying 
topology. The overlay query mechanism cannot differentiate between the pair A–B and 
the pair C–D. Both pairs are considered to be neighbours, which results in inefficient query 
forwarding because the number of hops (routers) between them in the underlay is not 
taken into account. The following sections show the layered approach of the current P2P 
systems and how improvements can be made.

3.4 Related Work

3.4.1 Underlay Awareness in P2P and SD Approaches

As per the records in 2010, P2P applications contributed to about 70% of the total traffic 
on the Internet [1]. It was also predicted to have 2.8 megabytes of traffic per month that 

Overlay layer

Overlay
neighbours

A

B

DC

IP layer

4 hops away
in the underlay

Peer registry

FIGURE 3.1
Mismatch between the overlay and the underlay topology.
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would be consumed by P2P applications by 2011. It is quite clear as this chapter is being 
read that the P2P traffic is much more than that predicted in 2011. This situation clearly 
demands that something must be done to minimise that traffic for the following major 
reasons:

 1. P2P traffic redundantly uses different ISPs as transit nodes without any kind of 
optimisation.

 2. ISPs need to spend lots of effort on traffic management.
 3. This can lead to huge congestion and affects the performance of the network as a 

whole.
 4. All of the above tremendously increase the cost of ISPs.

To this end, there has been a considerable amount of effort made by researchers around 
the globe. This section will review those works and how this research work is different 
from those works will be elaborated.

PIPPON [2] attempts to bring the underlay awareness to the overlay by clustering the 
peers based on proximity. The proximity of the peers is measured with two parameters:

 1. Longest prefix IP matching
 2. Round trip time (RTT)

Apart from cluster formation, it forms a dynamic ‘key tree’ for routing the query mes-
sages on the overlay. This tree is employed to route the queries based on the IP prefixes. 
However, PIPPON does not take into account the similarity of queries in the service dis-
covery, which is a key factor in improving the efficiency. Also, it does not solve the problem 
of redundant traffic in the underlay.
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TOPLUS [3] has adopted a slightly different approach to PIPPON in terms of under-
lay awareness. The cluster formation in TOPLUS involves three tier hierarchies such as 
groups, super-groups and hyper-groups so that the queries can be easily forwarded with 
a minimal number of hops. In contrast to the longest prefix match of the IP addresses, 
TOPLUS makes use of the Exclusive-Or (XOR) metric for identifying the proximity. The 
distance d(j,k) between the two nodes j and k can be expressed in the XOR metric as shown 
in Equation 3.1. The range for the summation in Equation 3.1 is the number of bits in the 
IP address, which is 32(0–31). In each tier, the routing of the query messages is performed 
with the XOR metric. TOPLUS claims that the routing performance it provides is very 
close to IP routing. TOPLUS does not cover the aspects of inter-ISP, redundant traffic and 
interlayer communication overhead.

In general, there are two approaches with respect to finding the locality information of 
the underlay:

 1. Dynamic (on the fly calculation with RTT and longest prefix match [LPM])
 2. Static (prior knowledge of the Internet such as autonomous system [AS] numbers)
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Plethora [4] follows the second approach, that is static, whereas TOPLUS and PIPPON 
follow the first approach. Plethora makes use of cSpace, which makes use of a local broker, 
and gSpace, which makes use of a global broker. Hence, it ends up with a two-layer archi-
tecture. If a request is generated, it checks cSpace for answers; if cSpace is able to answer it, 
then the query is not forwarded to gSpace. It only forwards it to gSpace if the query is not 
answered by cSpace. Here again, it does not cover the problems that are addressed in this 
research work.

P4P [5] addresses the locality awareness problem by two interfaces, iTrackers and 
appTrackers. The purpose of iTrackers is to provide the locality parameters of a particular 
node to the querying node. iTrackers are designed to reside in each of the ISPs. appTrackers 
are designed to reside globally so that they have a complete picture of the P2P applica-
tions. appTrackers decides whether a particular peer a could establish a neighbour relation 
with another peer b based on the information from iTrackers.

Internet engineering task force (IETF) formed an application layer traffic optimisation 
(ALTO) group in 2009 and has been tasked with identifying the means of optimising the 
traffic in the underlay that are generated by the ever-increasing P2P applications. Seedorf 
et al. [6] elaborate on the effort of the ALTO group, which intends to provide the ALTO 
service to the P2P applications. As per the ALTO approach, any P2P application that needs 
to know the topological and proximity information could obtain the same from the ALTO 
server. Information such as topology, operational cost and policies from the ISPs could 
be provided to the querying peers. In this approach, letting the peers be aware of these 
network-related parameters could be misused by any malicious user.

SLUP [7] is another approach that forms clusters based on semantics and RTT. It forms 
a three-tier clustering: normal peer, level-2 super peer and level-1 super peer. Redundancy 
in the underlay and ISP considerations are not in their scope.

Bindal et al. [8] have provided a strategy for improving the traffic locality in the BitTorrent 
network. They highlight that ISPs often end up throttling the P2P traffic as BitTorrent-like 
systems do not take ISPs’ cost into consideration. Their work focuses on biased neighbour 
selection in which a peer chooses the majority of its neighbours from the same ISP so as to 
reduce the cross-ISP traffic. The authors point out here that if there are N users within the 
ISP wanting to download a particular file, then in the current BitTorrent system, the file 
is downloaded N times, which heavily increases inter-ISP traffic. In their work, they have 
demonstrated that biased neighbour selection could improve this situation. Here, their 
application is specific to the BitTorrent system that uses the rarest first-piece algorithm at 
the client side. Our work differs from Bindal et al. [8] by providing a generic solution for 
the service discovery mechanism with improved performance.

To relieve the tension between the P2P applications and ISPs, Shen et al. [9] have pro-
vided an HTTP-based approach for P2P traffic caching. As ISPs already have cache proxies 
for web traffic, they propose to encapsulate the P2P traffic into the HTTP so that P2P traffic 
can also be cached by the same set of proxies. Their focus is on just providing a caching 
mechanism for the P2P application and providing an architecture infrastructure, for SD is 
out of their scope.

P4P Pastry [10] is an approach to bring the locality features to the PASTRY [11] structured 
system.

3.4.2 Message Level Intelligence

The ever-increasing demand for Internet business and entertainment applications has war-
ranted the need for moving some of the processes from the end nodes to the networking 
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components such as routers and switches [12]. IMR is needed even in the core routing 
process for the success of the next-generation Internet [13]. CISCO responded by introduc-
ing the concept of AON in 2005. AON can enable IMR and switching. CISCO has intro-
duced the AON module into its component, which can differentiate between normal and 
AON-specific packets [14]. AON-specific packets are checked for their message contents 
and routing or switching decisions are made as per the AON module.

The approach in this research is to perform content-based routing of queries with the 
help of AON [14]. Since the introduction of the AON concept by CISCO, it has been a widely 
researched area in terms of its applicability in various areas of networking. AON is applied 
in the DSD process so that query routing is performed in the IP layer independent of the 
overlay layer.

Cheng et al. [15] have provided a model based on a holistic approach with an AON for 
autonomic service composition. Their focus is on combining the  service oriented architec-
ture (SOA), AON and autonomic service computing so that the problems of scalability and 
time to market products could be addressed collectively, which are handled individually 
otherwise. In this work, the authors have provided a scheme; however, they have not pro-
vided a concrete implementation model.

Xiaohua et  al. [16] have improved the definition of AON introduced by CISCO and 
have given a more generalised approach called ‘Application Oriented Studies’. Part of our 
research comes under this category of studies as it has explored the possibility of employ-
ing AON in the SD routing process in the underlay. In this work, the authors have pro-
vided a multicast approach that can replace the overlay-based multicast that is usually 
poor in performance and scalability. However, their approach does not provide a concrete 
implementation model for DSD.

Yao et al. [17] have provided a mechanism for AON-based switching that can perform 
effective message scheduling at data centres.

Zille Huma et  al. [18] discussed the service location problem (SLP) on how a par-
ticular service could be placed in the network so that AON could perform with better 
time efficiency. Here, their focus is on assisting AON with SLP and not exactly on AON 
itself.

The application of AON in the area of DSD by providing a query routing process in 
the underlay (IP layer) that is capable of mapping the service classes to the geographical 
location on the target registries is the focus of this research work, and it is the first effort 
of its kind.

3.5 P2P-Based DSD Routing Architecture

3.5.1 Layered Design of the Current P2P-Based DSD Systems

In general, the current P2P system can be abstractly divided into three layers. The network 
(IP) layer is completely isolated from the P2P system. The IP layer does not have a clue 
about what kind of message it is forwarding. Therefore, the IP layer does not consider the 
packet content of the P2P applications.

Also, layers 2 and 3 of the P2P systems function completely independently of the IP 
layer and the physical topology. Layer 2 is where the core P2P protocols such as Chord [19], 
Kademlia [20] and so on are implemented. Finally, layer 3 is where application- specific 
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modules such as semantic matching and ontology matching are implemented. In Figure 3.2, 
the L2 and L3 modules are implemented in the peers (service registry). Henceforth, both 
the neighbour selection process and the query routing mechanism are implemented in 
the overlay, making it IP oblivious.

3.5.2 Layered Design of the Proposed P2P-Based DSD Systems

As the issues with the current approach to P2P systems are explained in Section 3.4, the 
goals for the architecture design of the proposed system have emerged clearly:

 1. Enhanced security: As it was highlighted in the literature review, the present topo-
logically aware query routing mechanism obtains the network-related parameter 
such as AS number, geographical location and so on from the ISP and passes it 
to the overlay peers, enlightening them with topological awareness. However, 
malicious users or compromised peers could misuse the system to launch attacks 
and destabilise the system. To prevent this, it is proposed that the network-aware 
query routing must be delegated to the underlying layer and kept transparent to 
the overlay layer [21,22].

 2. Reduced inter-ISP traffic: Most of the P2P traffic on the Internet today uses inter-
mediate nodes as the transit node, which belongs to a particular ISP. These ISPs 
may have to process a lot of intermediate traffic that would stress them to the limit 
and cause issues such as bandwidth throttling and high cost. In view of this, the 
second design focus of this research is to let the query-forwarding traffic enter a 
particular ISP domain only if it hosts the targeted service registry so that transit 
traffic could be minimised [22–24].

 3. Minimised overlay process overhead: Every time a peer receives a packet and a rout-
ing decision is made in the overlay, the packet goes until it reaches the application 
layer. The third design goal is to minimise this overhead by letting the query 
reach the overlay layer only if it is a targeted peer. Other intermediate forward-
ing decisions are made in the underlay itself. This approach would eliminate the 
involvement of intermediate registries (peers) in query processing and, in turn, 
the processing overhead [23].

 4. Interoperability: The Internet is very huge and it cannot be guaranteed that the 
underlay-based queries always pass through AON routers. Our final design goal 
is to integrate seamlessly with non-AON routers, if encountered, along the path of 
query forwarding.

P2P application (web service,
grid, file sharing)

IP topology

Neighbour selection,
query routing

Pure IP routing

L2

SR
L3

L1

P2P core

FIGURE 3.2
Layered approach—current P2P systems.
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Considering the goals listed above, a novel service discovery architecture has been 
designed as shown in Figure 3.3. The major modifications to the existing P2P systems are 
at layers 2 and 1.

As per the design goals, interoperability is one of the major concerns for the success 
of AON routing. Moreover, we propose AON routing as an additional service offered by 
the router on top of the classical routing. Consequently, at layer 1, pure IP routing has 
been split into two sublayers, namely, the AON routing module and the classical routing 
module.

•	 Classical routing: The classical routing module carries out classic (legacy) IP level 
routing based on network layer parameters.

•	 AON routing: The AON routing module is an additional module that is capable of 
carrying out IMR. IMR is a process in which a router can make routing decisions 
based on the content of the message instead of the IP headers. Making use of this 
IMR feature of the architecture is leveraged by the design at layer 2.

Layer 2 of the architecture performs two important functions, namely, service class 
encoding and peer clustering.

•	 Service class encoding: The services published on the registries by various partici-
pating entities such as users, organisations and so on are classified into different 
categories as per the Global Industry Classification Standards [24] as shown in 
Table 3.1. These codes in the messages are used for classifying the services. There 
could be a semantic encoder running at layer 2, which maps the service descrip-
tion to class codes. At this layer, the output needed for the approach is given a 
query; the service class encoder function should take the query as an input and 

TABLE 3.1

Partial List of Service Classification

Industries Class Codes

Air freight and logistics 20301010
Airlines 20302010
Hotels, resorts and cruise 25301020
Leisure facilities 25301030
Restaurants 25301040

P2P application (web service,
grid, file sharing)

Service class encoding Clustering

Classical routing module
AON router

Intelligent message routing
classic IP routing

Neighbour selection,
service class encoding

clustering

SR

L1

L2

L3

AON routing module

FIGURE 3.3
Layered approach—proposed P2P system.
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provide a set of classes in which the query belongs as shown in Equation 3.2. The 
details of this semantic encoder are out of the scope of this research and from now 
on, it will be assumed that such an encoder exists. This assumption is valid as it 
will not affect the outcome of this research.

 f(query) = {C0 ,C1 . . . Cn} (3.2)

•	 Clustering: As pure unstructured P2P systems do not scale well, it has been 
adapted to use a hybrid structure by means of a clustering mechanism. As one 
of the design goals is the reduction of inter-ISP traffic, our clustering is ISP based. 
Peers belonging to a particular ISP are clustered together by electing a super peer. 
In this approach, the first service registry registering with the ISP becomes the 
super peer, otherwise called the SR. There are many other approaches [25] avail-
able for selecting the super peer, which can also be employed in this process. The 
way super peer is selected is also not included in the scope and will not affect the 
outcome of this research.

Layer 3 is similar to the current P2P system, where application-specific modules such as 
semantic matching and ontology matching are implemented.

The main features of the proposed architecture are

•	 The query routing mechanism for service discovery has been moved down to the 
IP layer. With the advent of service class encoding, the AON module at the IP layer 
is capable of bridging the information gap regarding the proximity of the nodes 
between the overlay and the underlying topology.

•	 The neighbour selection process is delegated to the AON module, where the neigh-
bours are learnt dynamically.

The aspects regarding how this architecture can be made to fit with the current Internet 
infrastructure and the role of ISP in the proposed architectures are discussed in the fol-
lowing section.

3.5.3 ISP Level Perspective of the Proposed System

ISPs need to play an important role in underlay query processing as they are the key play-
ers in providing the service.

Any organisation, company or DSD system that needs to use underlay query processing 
would have to register themselves with the system. ISPs use the registration list to cluster 
those service registries in the organisation with the SR. The ISP needs to make sure that 
SR always uses the AON router when sending out query messages for discovery. Figure 
3.4 depicts SR within an AS under the control of an ISP. Also, Figure 3.4 clearly shows the 
overlay links among the overlay neighbours and the physical links in the underlay. The SR 
in a particular AS is responsible for accepting and forwarding queries on behalf of users 
present in its AS.

3.5.4 Design of an Underlay Layer Query Routing Algorithm

AON routers are capable of making routing decisions based on application level messages. 
This feature fits quite nicely into the DSD. Any query generated from an AS is forwarded 
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to the SR in its AS, which classifies the query into one or more of its service classes. Then, 
the query is encapsulated with its service class and forwarded to its nearest AON router. 
The packet structure in the IP layer is designed to record the interface(s) of the interme-
diate routers through which a particular router has received its query request or reply 
along with the intended source and destination IP addresses. The AON router uses these 
recorded fields in the header to inspect and update its AON-specific routing table, which 
is used for query routing. The query routing algorithm is shown in Figure 3.5.

It is important to note that the algorithm in this research does not assume that all the 
packets entering the router are AON packets. Instead, it checks that the incoming packet 
is indeed an AON packet or not. The motivation behind this implementation is due to the 

FIGURE 3.5
Query routing algorithm.
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AON router

Super registry

Autonomous system

Registry

FIGURE 3.4
ISP level view of DSD architecture.
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fact that the existing services on the Internet are not to be interrupted due to the AON 
service. The AON service has been implemented as an additional service on the existing 
infrastructure of the Internet.

There are two stages in the query routing process, namely, the learning state and steady 
state. During the learning state, the AON routing table would be empty, and hence all 
incoming queries are forwarded to all egress interfaces of the router, which is in contrast 
to classical routers where the packets are dropped if there is no route to a particular des-
tination. During the reply stage of this routing process, routers would eventually learn 
the routes for the service classes by inspecting the packet for the preceding node through 
which the query reply has been received. It is worth noting that a single query can span 
one or more classes depending on the user request. Once the routes are learned, the router 
enters the steady state and any further queries are forwarded in a single (common) path 
without duplication to a certain router from which the queries are distributed to mul-
tiple targets. This particular router is termed as a proxy router that forwards the query on 
behalf of the query initiator.

3.5.5 Underlay (AON) Query Routing Process

The current IP layer packet structure is designed to record the interface(s) of the intermedi-
ate routers through which a particular router has received its query and reply along with 
the intended source and destination IP addresses. This feature can be easily incorporated 
with the help of extension headers in the IPv6 format or within the payload in the IPv4 
format. The AON router uses this feature to inspect and update these fields and its AON-
specific routing table that is used for selective query forwarding to multiple SRs. This 
approach, which is multicast in nature, does not maintain any group memberships and 
forwarding is purely based on the AON-specific routing table. Our design is in such a 
way that the whole system, including the AON router, is interoperable with the existing 
classical routers in the Internet. There is every chance that the AON router will encounter 
non-AON packets as well. For this reason, every packet is inspected for its type as soon 
as it enters the router. The possible scenarios that could be encountered during query for-
warding are depicted in Table 3.2.

Figure 3.6 illustrates a scenario of four ASs, each with their own SRs, connected via AON 
routers. A query forwarded from an AS is received by the border routers of the ASs, in this 
case, router R1. Figure 3.6 demonstrates a sample query forwarding from SR1 to SR2, SR3 
and SR4 during the learning state. In the initial state, the AON routes are not yet learnt, 
and therefore the query is forwarded through all interfaces of the router except for the 
incoming interface. It is worth noting here that when queries are forwarded from one peer 
to another, a connectionless protocol such as UDP is used. There is no need to maintain 
the connection as the queries are independent of each other. The looping of the query is 

TABLE 3.2

Possible Scenarios Encountered in Query Forwarding

Router Packet Remark

AON AON Routing based on extension headers 
(message level intelligence)

AON Non-AON Classical routing based on IP header
Non-AON AON Classical routing based on IP header
Non-AON Non-AON Classical routing based on IP header
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prevented by providing a unique ID for each query so that the router does not forward the 
query if it has already done so. During this state, the AON routing table is updated along 
the path of the reply, as shown in Equation 3.3, where r refers to the existing routes of the 
routing table RT and rnew refers to the new routes learnt through the query reply Qreply. 
Figure 3.7 demonstrates a typical scenario of the steady state in query forwarding. SR1 
forwards the query to its border router R1. AON router R1 inspects the query and finds 
that this query should be forwarded to R2 as per its AON routing table and this process 
continues until the query reaches its destination. The same process is used if a query could 
be answered by multiple SRs, in which case queries are forwarded to more than one SR.

 routing update_ | ,= ∪ ∈ ∈RT Q r RT r Qreply new reply  (3.3)

Query request

Query reply R2

R4

R1

R3

SR3 SR4

SR1 SR2

Loop detection
Route update

Route update Route update

FIGURE 3.6
Query routing in learning state.
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Query reply R2

R4

R1

R3

SR3 SR4

SR1 SR2

FIGURE 3.7
Query routing in steady state.
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In pure overlay-based routing, for instance, Gnutella-like systems, considering the worst-
case scenario (flooding), a query from SR1 to SR2, SR3 and SR4 would generate traffic 
along the paths SR1 → SR2, SR1 → SR3 and SR1 → SR4. Particularly, the link R1 → R2 and 
R1 → R3 would carry the same request twice as the routing is performed in the overlay. 
However, if AON routing is employed, the traffic generated is just along the path SR1 → SR4. 
Even during the learning stage, the redundant queries are eliminated. This clearly illus-
trates that ineffective query propagation could effectively be overcome by AON to improve 
the efficiency of the search mechanism. The same can be visualised in terms of inter-ISP 
traffic as well. In our illustration, the only inter-ISP traffic is from the source to the AS in 
which the target SR resides, as the intermediary peers are not involved in query forward-
ing, whereas in overlay routing, all the four peers belonging to different ISPs are involved 
in query processing. The performance can also be improved in the case of the other query-
forwarding heuristics such as random or probabilistic selection of neighbours that is sum-
marised in Table 3.3. In this and the previous sections, the role of an AON router and what 
it has to accomplish has been elaborated. The design of the AON router follows next.

3.5.6 Design of AON Router

Figure 3.8 shows the structure of the AON router inspired from Ref. [14]. It has been devel-
oped for the purpose of message level routing. The main additional components to the 

TABLE 3.3

Routing Analysis for the Given Scenario

Query Propagation Method Number of Peers Involved Number of Links Involved

Flooding (selects all 3 
neighbours)

4 (SR1, SR2, SR3 and SR4) 13 (SR1 → R1 × 3, R1 → R2 × 2, 
R1 → R3 × 2, R2 → R4, R3 → SR3, 
R4 → SR4 × 2, R3 → R4 and R2 → SR2)

Random/probabilistic 
(selects 2/3 neighbours)

3 (SR1, SR2 and SR4) 7 (SR1 → R1, R1 → R2 × 2, R2 → SR × 2, 
R2 → R4 and R4 → SR4)

AON based 2 (SR1, SR4) 4 (SR1 → R1, R1 → R2, R2 → R4 and 
R4 → SR4)

Classic
routing table Normal traffic

Classifier Inspect
module

DSD-custom
routing

Other AON
modules

Outgoing traffic

Outgoing trafficClassic
routing

Incoming traffic AON

AON-based
DSD  routing

table

FIGURE 3.8
Model of an AON router.
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normal router are the classifier, AON routing module and AON routing table. In the AON 
router, all incoming packets are inspected for their type as shown in Equation 3.4.

The classifier first inspects the incoming packet to determine if it is normal or AON 
based; if it is normal, the packet is diverted to the classic routing module. If the packet is 
AON, it needs to be further checked for what specific service needs to be offered to AON. 
The specific service in our case is DSD; however, in future, there may be more AON ser-
vices that could be offered for the application layer.
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3.5.7 AON-Based Query Message Structure

So far, the AON router design and the algorithm design for the query routing have been 
seen. Now, let us have a closer look at the AON message structure that is used in the query 
routing process. The AON-based query routing message has been designed as shown in 
Figure 3.9. This message body is sent by encapsulating the IP header. Once the router has 
identified the AON packet, it makes use of the other fields in the message for IMR as per 
the algorithm in Figure 3.5.

•	 Request/reply: The query routing algorithm makes use of this field to distinguish 
between the request and the reply message. During the reply messages, the AON-
based routing table is updated.

•	 Timestamp: This field is used to calculate the RTT.
•	 Query message: This field is used to carry the actual query message that needs to 

be searched. This contains the service class information that is used by the AON 
router.

•	 Result: This field is used to store and send the result of the search back to the 
source.

•	 Is AON: This field is used to identify the AON packet. For the sake of this simula-
tion, the AON field has been built inside the AON message itself. However, in real-
time implementation, this could be applied into IPv6 extension headers.

•	 Previous node: This field is used to learn the previous node that the router has 
passed through. This information, along with the service class, is used for updat-
ing the AON routing table during the reply path.

•	 Hop count: This field is used for the purpose of data collection regarding the num-
ber of hops crossed by each query. In real-time mode, this field would not be 
necessary.

•	 Query ID: This field is used for preventing loops in the query forwarding.

FIGURE 3.9
AON query structure.
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3.6 Performance Comparison of Underlay versus Overlay Routing

3.6.1 Hypothesis 1

The routing complexity in the underlay is always less than that of the overlay.

Proof 1:

Figures 3.10 and 3.11 depict the connection of SRs in the underlay via routers. The 
 structure can be modelled to be a tree of order 2 with n levels for the sake of this 
analysis.

Analysis scenario: Let us consider that a user issues a query in the DSD system. The SR 
in the AS distributes the query into the system. Let us also assume that there are eight 
neighbours to the SR and that the topology is as shown in Figure 3.10.

Let us consider the worst-case scenario that all the neighbours are well distributed in the 
underlay as shown in Figure 3.10 for the overlay routing and Figure 3.11 for the underlay 
routing.
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N registries N registries

N/4

N
/4

N
/4 N/4 N/4

N
/4

N/2

N
/2

N/2

N/2

N
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Level 2

Level 3

Router
N queries N queries

FIGURE 3.10
Overlay routing scenario.
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3.6.1.1 Estimation of the Number of Routers Crossed in the Overlay

Let n be the number of levels in the tree with a degree of 2. Then, the number of leaf nodes 
in the tree can be written as 2n−1. This value also corresponds to the number of neighbours. 
The number of routers passed by overlay routing is n ∙ 2n−1.

It is worth noting here that though the number of routers in each level decreases 
when  moving from the leaf nodes to the root, the number of query messages passing 
through each level remains the same, which is shown in Figure 3.10. This is due to the 
redundant transmission that is caused by the underlay’s ignorance of overlay routing.

3.6.1.2 Estimation of the Number of Routers Crossed in the Underlay

As shown in Figure 3.11, there is no duplicate query transmission in the links in the 
underlay when employing AON-based routing. This is due to the fact that the query mes-
sages are forwarded as per the AON routing table in the AON router and it is clearly 
aware of which interface the query needs to be forwarded to. The SR submits the query 
just once to its connected AON router; thereupon, the AON routers handle query rout-
ing. In contrast to this, in overlay routing, query routing is carried out by the end peers 

Level 0

N registries N registries

1 11 1 1 1
11 1 1

1 1

Level 1

Level 2

Level 3

Router

1 query 1 query

FIGURE 3.11
Underlay (AON) routing scenario.
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(SRs). Keeping these factors in mind, now let us estimate the number of routers crossed 
in underlay routing.

The number of leaf nodes in this scenario would be the same, which is 2n−1.
The number of routers crossed in each level of the tree is 0, 2, 4 and 8 for the given 

topology.
The number of routers crossed can be generalised as 2n−1 + 2n−2 + 2n−3 + … + 20.

3.6.1.3 Complexity Analysis

The numbers of routers crossed have been estimated both in overlay and in underlay rout-
ing. To analyse the complexity of query processing, the complexity of routing a packet in 
the router needs to be found.

The complexity of routing a packet is given as O(1) [26].
Knowing that if the complexity of routing a packet in a router is O(1), then the complex-

ity analysis of the routing process solely depends on the number of routers crossed.
Therefore, in the overlay, the complexity would be O(n ∙ 2n−1), whereas that of underlay 

routing is O(2n−1 + 2n−2 + 2n−3 + … + 20) ≈ O(2n−1) [26,27].
O(2n−1) < O(n ∙ 2n−1), and hence the proof.

3.6.2 Hypothesis 2

The number of links utilised in underlay routing is always less than that in overlay 
routing.

Proof 2:

Let us consider that a query needs to be forwarded from registry r0 in AS0 to r2 in AS2. Let 
LST be the number of links between peer registries r0 and r2.

3.6.2.1 Estimation of the Number of Links Utilised in the Overlay

As shown in Figure 3.12, if a peer has n neighbours, then the total number of links nl 
utilised at the overlay is given by
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3.6.2.2 Estimation of the Number of Links Utilised in the Underlay

In AON-based query routing in the IP layer, LST could be divided into LSP and LPT as 
shown in Figure 3.13, where LSP is the number of links between the source and the proxy 
and LPT is the number of links between the proxy and the given target.

If there is more than one neighbour in the overlay for a node, the queries are sent 
redundantly in the underlay layer. To prevent the redundant query propagation in the 
underlay, this AON-based routing algorithm identifies a particular router until which 
the query need not be duplicated by way of updating the AON routing entries. In these 
scenarios, router C is termed as the proxy router from which the fanning out of the que-
ries to the multiple registries starts. In general, during the steady state of AON routing, 
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proxies from all directions are learnt by means of updating the AON routing table dur-
ing the return path. The proxies are learnt dynamically depending on the current state 
of the system.

Thus, the total number of links utilised in the AON-based IP layer is
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The percentage of the savings in terms of link utilisation for AON-based query process-
ing to that of the overlay is
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Links utilised—AON routing, learning state.
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Links utilised—overlay routing.
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From Equation 3.7, the complexity of query forwarding can be inferred as
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On the basis of Equation 3.8, it can be observed that a higher percentage of saving can be 
obtained if nlpt is much smaller compared to nlst, so that the complexity of query forward-
ing could be brought closer to
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To achieve a high percentage of reduction in the underlying traffic, the proxy should be 
as close as possible to the target registries, which would result in shorter nlpt compared to 
that of nlsp. This is achieved by the current AON-based implementation as it detects the 
closest possible proxy to the target.

3.6.3 Hypothesis 3

Redundant traffic caused in the overlay is eliminated by the underlay query routing 
process.

Proof 3:

Let us consider Figures 3.12 and 3.13 for this proof.
If a query message is sent from the source (AS0) to different destinations (AS1, AS2 

and AS3), then the redundant traffic can be measured by identifying the common path 
between the source and the destinations.

From Equation 3.5, it can be inferred that the overlay routing cannot differentiate 
between LSP and LPT, and therefore redundancy is caused by sending the same query 
messages, a number of times that is equal to the number of destinations.

However, underlay query routing is capable of differentiating between LSP and LPT and 
does not duplicate query messages along the path of LSP.

3.6.4 Hypothesis 4

The inter-ISP traffic is always reduced in underlay query routing.

Proof 4:

Let us consider Figures 3.12 through 3.14 for proving this.
Let us assume that AS0, AS1, AS2 and AS3 belong to different ISPs. The inter-ISP traffic 

could be measured by ASs that receive the query messages.

3.6.4.1 Inter-ISP Traffic in Overlay Routing

In Figure 3.12, routers B and C that are in between the source and the destination would be 
in different ISPs and therefore handle the transit traffic of query routing.
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Overlay routing is not capable of detecting the transit ISPs, and therefore the inter-ISP 
traffic is proportional to the number of target registries m and the number of routers n 
along the path, which can be expressed as

 m ∙ n (3.10)

3.6.4.2 Inter-ISP Traffic in Underlay Routing

Let x be a factor by which the proxy node C is closer to the target registry. In other words, x 
represents LPT in Figure 3.13. Therefore, with reference to Figure 3.13, n − x corresponds to 
the portion of the topology LSP and m ∙ x corresponds to the portion of the topology LPT. 
Hence, the inter-ISP traffic for the underlay routing is as shown below in Equation 3.11, 
which is reduced to a factor of x

 (n − x) + m ∙ x (3.11)

If x = 0 (negligible) when compared to the distance between the source and the target, 
then there is a higher percentage of reduction in the inter-ISP traffic.

Moreover, routers D, E and F are the destination routers that receive the query message. 
Among D, E and F, only a subset, for example, {D,E}, {E,F}, {D,F}, {D}, {E} or {F} and in the 
worst case, {D,E,F}, would have the results for the queries that are received. Inter-ISP traffic 
is reduced in this approach as well as depicted in Figure 3.17 in the case of underlay routing.

3.6.5 Hypothesis 5

The time taken for query routing in the underlay is less than that of the overlay.

Proof 5:

Let µ be the processing time taken by the overlay registry, α the processing time taken by 
the routers and β the time taken for each of the link propagations.

Then, a query to be sent to m neighbours by a source registry in overlay query routing is 
given by the following equation:

 m[2µ + (n + 1)β + nα] (3.12)

where n is the number of routers in between the source and the targets.
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FIGURE 3.14
Links utilised—AON routing, steady state.
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Let us now calculate the time taken for a query to be sent to m neighbours in the 
 underlay. The nodes in the underlay can be divided into two sections: as LSP and LPT as 
per Equation 3.6.

A query to be sent from a source to a proxy node is given by

 µ + (n – x + 1)β + (n – x)α

A query to be sent from the proxy to m neighbours is given by

 m[µ + (x + 1)β + xα]

Therefore, in underlay query routing, a query to be sent from a source registry to all its 
neighbours is given by the following equation:

 µ + (n – x + 1)β + (n − x)α + m[µ + (x + 1)β + xα] (3.13)

Here again, it can be clearly observed that the time taken is considerably reduced 
depending on the location of the proxy. In Equation 3.13, x is the fraction that determines 
the factor of the proximity of the proxy router to the target registries.

3.7 Limitations of the Study

Router performance: The AON router model was designed to have additional modules such 
as a packet classifier, an AON-specific routing table and an AON-specific inspection mod-
ule. These additional modules could cause overhead to the routers and would demand 
higher processing and memory capacity from the routers. However, it has been argued 
that with the tremendous increase in processing power and memory capacity of the cur-
rent routers, this issue could be resolved.

Involvement of ISPs: The design and implementation of the AON-based DSD relies on 
installing AON routers on the Internet backbone, which could only be provided by service 
providers and not by consumers. Therefore, ISPs play an important role in providing AON 
services to its customers. There could be additional costs incurred by the ISPs for providing 
the AON infrastructure to the customers. If ISPs are not willing to provide the AON ser-
vices, then the success of the system cannot be guaranteed in real-time implementations.

Involvement of the participating organisations: The routing algorithm employed depends on 
looking into the contents of query messages. The AON routers would inspect every AON 
packet that passes through. Therefore, there needs to be a good understanding in terms 
of security and reliability between the service provider and the clients. A security mecha-
nism has been provided for AON implementation to keep the messages from the prying 
eyes of intruders. However, the router itself needs to look into the messages, which is only 
possible with clients willing to participate in the DSD process.

3.8 Conclusion

This chapter provided a novel implementation of underlay query routing for the DSD pro-
cess. It elaborated how AON is implemented for incorporating IMR. It also provided a 
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novel query routing algorithm that runs in the underlay. The benefits obtained by the pro-
posed architecture and the query routing algorithm were proved hypothetically.

The following are the possible future works that need attention for the successful imple-
mentation of the proposed system in real time and also to study the possibility of the 
emerging AON technology in other domains such as computational grids and cloud 
computing.

 1. There is a need to study how ISPs could be encouraged to provide AON services. 
The reduction of the cost due to the reduced inter-ISP traffic could be one of the 
incentives.

 2. The focus in this research has been on the DSD process. Its applicability in file 
sharing and downloading systems such as BitTorrent needs to be studied.

 3. In this research, the clustering mechanism is based only on ISPs. The performance 
of the system while clustering the peers purely based on service classes needs to 
be studied.

 4. The effect of the clustering of the registries across ISPs also needs to be studied.
 5. In this research, the system built for testing employs hybrid architecture with an 

unstructured backbone. However, the possibility of employing IMR in structured 
distributed systems needs to be studied.
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4.1 Introduction

An embedded system can be defined as a special-purpose computing system (meant for 
information processing), which is closely integrated into the environment. An embedded 
system is generally dedicated to a particular application domain. Therefore, the embed-
ding into a technical environment and the constraints that are a consequence of their 
application domain mostly result in implementations that are both heterogeneous and dis-
tributed. In such cases, the systems comprise hardware components that communicate by 
means of an interconnection network [1].

Owing to the dedication to a particular application domain, heterogeneous distributed 
implementations are common. In such implementations, each node specialises by incor-
porating communication protocols and other functionalities that facilitate optimum and 
reliable performance in its local environment [1]. For example, in automotive applications, 
each network node (usually called embedded control units) contains a communication 
controller, a central processing unit (CPU), memory and I/O interfaces [1]. But as per func-
tionality, a particular node in the network might contain additional hardware resources 
such as digital signal processors, CPUs and a different memory capacity [1].

Distributed embedded systems can be classified as real-time and non-real-time distrib-
uted systems. Real-time systems are required to complete their tasks or deliver their ser-
vices within a certain time frame. In other words, the real-time systems have strict timing 
requirements that must be met. Digital control, signal processing and telecommunication 
systems [2] are usually distributed real-time systems. On the other hand, personal comput-
ers (PCs) and workstations that run non-real-time applications, such as our email clients, 
text editors and network browsers, are common examples of distributed non-real-time 
systems.

Also, the networking revolution is driving an efflorescence of new distributed systems 
for new application domains, for example, telesurgery, smart cars, unmanned air vehicles 
and autonomous underwater vehicles. The components of these systems are distributed 
over the Internet or wireless local area networks (LANs) [2]. Owing to these technological 
advancements, the spatial limitations seem to be progressively fading away, which has 
given rise to new paradigms such as mobile computing. These technologies have enabled 
us to connect to the Internet while we are on the move via pocket-sized, battery-powered 
embedded devices, for example, personal digital assistants (PDAs) and cellular phones, 
which communicate over a wireless channel. The applications of computing devices have 
also been changing in response to ever-improving hardware and software technologies 
[2]. Nowadays, we routinely use a variety of multimedia-based services instead of text-
based ones by using nomadic hand-held devices such as high-end mobile phones.

The burgeoning market for information, entertainment and other content-rich services 
can be seen as a consequence of the rising popularity of mobile devices with high-quality 
multimedia capabilities [3]. These services should not just adapt to a continuously changing 
computing environment but also meet the different requirements of individual users. In 
such cases, we need to consider additional real-time and embedded non-functional proper-
ties of multimedia applications, for example, the maximum allowable time for each deliv-
ered packet and battery life. Therefore, the challenge from the system design perspective 
is to reduce the form factor and energy consumption of the mobile nomadic devices, thus 
increasing the portability and durability of these devices. This will enable these devices 
to be used by many customers for everyday use by maintaining low power consumption, 
which is important due to the limited power available from the battery. Since Moore’s 
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law predicts that the computing power will continue to increase, the energy  constraints 
demand that we shall sacrifice the performance in portable devices in return for a longer 
operation time. Generally speaking, the focus of recent research has been topics such as 
efficient usage of storage space, various I/O devices [4–6] and processing elements avail-
able from the device platforms. In distributed embedded systems, the end–end commu-
nications between applications is provided by transport protocols or layer 4 of the open 
systems interconnection (OSI) model. It provides different services to the applications such 
as stream support, reliability, flowcontrol and multiplexing. The most widely used trans-
port protocols are the transmission control protocol (TCP) and user datagram protocol 
(UDP). TCP is used for connection-oriented transmissions, whereas UDP is connectionless 
and is used for simpler messaging transmissions. TCP is a more complex protocol due to its 
state-based design. It incorporates reliable transmission and data stream services.

Wireless sensor networks (WSNs) are also an example of distributed real-time embed-
ded systems that are composed of a cooperative network of nodes [7]. Owing to the small 
form factor of the network nodes, each consists of limited processing capability (for exam-
ple, microcontrollers, CPUs or digital signal processor (DSP) chips) and memory (program, 
data and flash memories) resources. Each node has a radio frequency (RF) transceiver, a 
power source (e.g., batteries and solar cells) and contains sensors and/or actuators. The 
nodes communicate wirelessly and have the ability to self-organise after ad hoc deploy-
ment. WSNs of 1000s or even 10,000 nodes are anticipated and are perceived to revolu-
tionise the way we live and work. Since WSNs are distributed real-time systems that are 
rapidly evolving technologically, an important question is to know how many existing 
solutions (transport protocols and data link protocols, etc.) for existing distributed and 
real-time systems can be used in these systems. It has become obvious that many protocols 
that were developed beforehand will not perform well in the domain of WSNs. The reason 
is that WSNs do not employ many of the assumptions underlying the previous networks, 
for example, medium access control (MAC) protocols.

An MAC protocol is employed by the network nodes for the coordination of actions over 
a shared channel. The most commonly used MAC protocols are contention-based. One 
generally used distributed contention-based strategy is that a node that has a message to 
transmit tests the channel to see if it is busy; if the channel is not busy, it transmits, and 
if it is busy, it waits and tries again later. In most cases, MAC protocols are optimised for 
the general cases and arbitrary communication patterns and workloads. Contrarily, WSNs 
have more specific requirements that include a local unicast or broadcast. The traffic flow 
is usually from many nodes towards one or a few sinks (most traffic is thus directed in one 
direction). The individual nodes have periodic or rare communication and must consider 
energy consumption as a major factor. An effective MAC protocol for WSNs must have 
reduced power consumption, shall avoid collisions, should be implemented with a small 
code size and memory requirements, be efficient for a single application and be tolerant to 
changing radio frequency and networking conditions [2]. That is why many WSNs employ 
highly efficient MAC protocols for the transfer of frames over the wireless channels, for 
example, NANO MAC [8] and BMAC [9].

Many modern distributed systems contain networked embedded devices that contain 
multicore processors. For some of these devices, it might be necessary to remain respon-
sive to inputs. Multithreading is a programming model that allows multiple threads to 
exist within the context of a single process. This allows a multithreaded program to oper-
ate faster on a device that has multiple or multicore CPUs. In some systems, the system 
functionality dictates that the application has to remain responsive to inputs. One conve-
nient way to resolve this issue is to allow one or more threads to monitor the inputs and 
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execute in parallel with the main execution thread of the application. This enables the 
application to retain responsiveness to input(s) while executing tasks in the background.

Owing to the various communication technologies (operating at the transport and data 
link layers of the OSI model) and multitude of distributed multithreaded applications sup-
ported by distributed systems, the overall complexity of the distributed embedded systems 
in many application domains is huge. To simplify the design of these complex systems, the 
methodology used for architectural exploration must provide the models that will enable 
efficient design space exploration by validating the non-functional properties of the sys-
tem. The methodology should also report the contribution of protocols at different layers 
of the OSI model in non-functional properties of the system such as end–end communi-
cation delays. Therefore, the early-phase performance simulation of the distributed com-
puter systems must use functionally accurate models of MAC and transport protocols to 
provide estimates of non-functional properties that are accurate enough for taking design 
decisions at early phases of the system development and architectural exploration.

The rest of the section is organised as follows. Section 4.2 provides an overview of the 
ABSOLUT SLPE approach. Section 4.3 describes the requirements that must be fulfilled 
by a performance evaluation approach to be applied for the performance evaluation of 
distributed systems. The section also describes the models and tools that must be inte-
grated to ABSOLUT to extend it to the SLPE of distributed systems. The tools and models 
already provided by ABSOLUT are listed while the tools and models that the ABSOLUT 
approach lacks are identified. These missing tools and models (which were not provided 
by ABSOLUT), identified in Section 4.3, are described in Sections 4.4 through 4.7. Section 
4.8 provides an overview of the case studies conducted for validating the approach. 
Conclusions and references are provided in the end. The research articles that provide 
a detailed description of the extensions made to ABSOLUT are mentioned in Section 4.9.

4.2 Introduction to ABSOLUT

ABSOLUT uses the Y-chart approach [10] for SLPE and consists of the application work-
load model and execution platform as shown in Figure 4.1.

The complete performance model is formed by mapping the application workload 
models to the execution platform model, which is simulated to obtain the performance 

Performance model1

1..*

1

1..*

Application workload model Execution platform model

FIGURE 4.1
Main parts of an ABSOLUT performance model.
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numbers. The performance numbers are analysed by the system designer. If the results 
do not meet the design constraints, the platform models or application models or both are 
changed in the next iteration.

4.2.1 Structure of Application Workload Models

The workload models consist of three layers, that is, main workload, application workload 
and function workload, as shown in Figure 4.2.

The topmost layer consists of the main workload that is composed of one or more appli-
cation workloads, each of which corresponds to an application supported by the system:

 W = {Ca, A1, A2...An}, (4.1)

where A1, A2. . .An represent different application workload models and Ca is the con-
trol. In the second layer, each application workload is refined to one or more (platform-
level) services or process workload models. Each of these (service or process) workloads 
is denoted by Pi:

 Ai = {Cp, P1, P2...Pn}, (4.2)

where Cp is the control and P1, P2...Pn show service or process workload models. In the 
third layer, each process or service workload is represented as a composition of one or 
more function workloads:

 Pi = {Cf, F1, F2...Fn}, (4.3)

where Cf is the control between function workload models, that is, F1, F2...Fn. The 
ABSOLUT operating system (OS) model of the platform handles the scheduling of work-
loads at the process level. The function workloads are control flow graphs:

 Fi = (V, G), (4.4)

Main workload

Application workloadApplication control

Process workloadProcess control

1

1

1
*

1

1

1

*

Function workloadFunction control

1 *

1

1

FIGURE 4.2
The ABSOLUT application workload model layers.
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where the nodes vi ∈ V represent the basic blocks and gi ∈ G represent the branches. Each 
basic block is an ordered set of load primitives used for load characterisation.

4.2.2 Application Workload Modelling Techniques

ABSOLUT application workload models can be generated via three methods, that is, ana-
lytical, measurement-based, trace-based and compiler-based workload generation meth-
ods. The analytical workload generation requires moderate modelling effort and is based 
on the analysis or functional description of the algorithms. After analysis, the number 
of operations required to perform the application tasks is estimated. These operations 
are used to estimate the number of abstract instructions in the corresponding ABSOLUT 
workload models [4]. The measurement-based workload modelling technique is based on 
the extraction of data from the partial traces of the modelled use cases. The trace-based 
application workload generation method generates workloads by tracking the instructions 
executed by the processors while running the modelled application [4].

The compiler-based workload generation method uses a tool called abstract instruction 
extraction helper (ABSINTH) [4]. It is based on GNU compiler collection (GCC) version 
4.5.1 with additional passes in the compiler middle end, which enable workload model 
generation. The workload generation takes place in three distinct phases. In the first phase, 
application source code is compiled via ABSINTH with profiling information extraction 
enabled. These data are used by ABSINTH in the second phase for statistical modelling of 
branch probabilities and extraction of a number of loop iterations. In the second phase, the 
selected use case is executed by running the application to produce the profiling data. In 
the last phase, the source code is recompiled to produce workload models that are based 
on actual true execution of the application [4]. ABSINTH generates one workload model 
for each function in the application source code. These models can contain calls to other 
function workloads without the knowledge of implementations of these workloads. Before 
compiling the models for simulation, they are post-processed with the ABSINTH man-
ager. It is a Python script that detects function dependencies from a set of workload func-
tions and modifies the files by linking them in the order in which the functions were called 
in the application.

4.2.3 Platform Modelling

The platform model is also layered and consists of three layers, that is, component layer, 
subsystem layer and the platform architecture layer, as shown in Figure 4.3.

The component layer is composed of processing, storage and interconnection elements. 
The subsystem layer is built on top of the component layer. This layer shows the com-
ponents of the system and the way they are connected. The platform architecture layer, 
which is built on top of the subsystem layer, incorporates the platform software and also 
serves as a portal that links the workload models to the platform during the mapping 
process [4].

4.2.4 Mapping and Co-Simulation

The workload models are mapped to the execution platform model, which involves the 
selection of a part of the platform that will execute a particular workload model. This is 
performed during the initialisation of a workload model by passing a pointer to correct 
the host in each workload constructor. Mapping is done at each layer, that is, by mapping 
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application workloads to subsystems, process workloads to OSs inside subsystems and 
functional workloads to processing units. The system model is built on the Linux platform 
via CMake [4] and the Open SystemC Initiative (OSCI) SystemC library [4]. The simula-
tor is executed from the command line. During simulation, the progress information is 
printed to the standard output and after the completion of simulation, the gathered per-
formance results are displayed.

4.3 Requirements for SLPE of Distributed Applications

After investigating the protocols and technologies employed by the distributed embedded 
systems in Section 4.1, we conclude that, to validate the non-functional properties (NFPs) 
of distributed embedded systems at an early stage, an SLPE methodology must provide 
the models of the communication protocols and other technologies employed by the dis-
tributed embedded systems. These models must be accurate enough so that the system 
designer can take design decisions during architectural exploration. We first provide a 
list of requirements that must be fulfilled by a performance evaluation methodology to 
evaluate the performance of distributed embedded systems. Afterwards, we describe the 
extensions needed for ABSOLUT to fulfil these requirements.

4.3.1 Requirements for Performance Evaluation of Distributed Systems

An SLPE methodology must fulfil the following requirements to perform SLPE of distrib-
uted embedded systems in different domains.

 I. Model of computation (MOC) agnostic (no domain restriction): The methodology should 
not employ a specific MOC for modelling applications and platforms. Using an 

Platform

Component services

Subsystem services

Component

Subsystem

<<interface>>

<<interface>>

Platform services <<interface>>

1
1..*
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<<Provides>>

<<Provides>>

FIGURE 4.3
The ABSOLUT platform architecture model layers.
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MOC restricts the methodology to a particular domain of systems, for example, 
the methodologies that use the Kahn process network (KPN) MOC for application 
modelling are usually targeted only at streaming applications [11,12].

 II. Multithreaded application modelling: For performance evaluation of multithreaded 
applications, the methodology must model the multithreading support [13].

 III. Physical layer models: Physical layer models such as channel models, coding and 
modulation models to evaluate the contribution of these layers in non-functional 
properties of distributed applications [14].

 IV. Transport layer models: Functional models of OSI data link and transport layer pro-
tocols for evaluating their contribution in non-functional properties such as end–
end packet and frame delays [14].

 V. Performance evaluation of protocols: The methodology must be capable of evaluating 
the performance of protocols operating on a particular layer of the OSI model in 
isolation just like widely used network simulators, for example, OMNeT++ and 
ns-2 by abstracting application workload models via traffic generators [14].

 VI. Workload model generation of user space code, external libraries and system calls: Since, 
from an implementation perspective, all the application processes use user space 
code, external libraries, background processes and system calls, the methodology 
must therefore provide tools and methods for generating the workload models of 
not only the user space code but also the external libraries, background processes 
and system calls [11,14,15].

 VII. Workload generation of middleware technologies: It must be capable of workload extrac-
tion of API functions of the various middleware technologies such as the device 
interconnect protocol (DIP) stack employed by network on a terminal architec-
ture (NoTA). This will enable the methodology to span the domain of distributed 
streaming and context-aware applications [14].

 VIII. Detailed as well as highly abstract workload modelling: The methodology must pro-
vide/define application workload modelling tools/techniques for generating the 
application workload models with varying degrees of refinement and detail. The 
more refined and detailed workload models result in slower simulation speed due 
to increased structure and control, while the less detailed workload models usu-
ally result in faster simulation speed [4,15,16] at the expense of accuracy. Once this 
is achieved, the system designer can freely choose the workload models that will 
result in more accurate or faster simulation.

 IX. Integration of application design and performance evaluation: For early-phase evalua-
tion of the distributed applications, the methodology must automate the workload 
extraction process by seamless integration of the application design and perfor-
mance simulation phase. This can be achieved if the application and workload 
modelling phases are linked in such a way that application models act as a blue-
print or starting point for the application workload models. The proposed tech-
nique must be experimented with modern service-oriented architectures (SOAs) 
such as the generic embedded system platform (GENESYS) and NoTA [11,17].

 X. Non-functional properties validation: The non-functional properties of the system 
must be carried through the application design phase and be validated by the 
SLPE approach. The non-functional properties are usually modelled and elabo-
rated in the application model views [11,17,18].
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4.3.2 Enhancements Needed for ABSOLUT

ABSOLUT uses transaction-level modelling (TLM) 2.0 and SystemC for modelling 
 platform components only; it is not restricted to a particular domain or TLM 2.0 for 
modelling applications. Also, ABSOLUT provides an OS model that is hosted on one 
or more processor models in the platform. The OS model consists of a scheduler for 
scheduling application processes and provides the possibility to model different OS ser-
vices. A variety of services provided by the platform can be implemented by the system 
designer. The scheduling of the implemented services closely mimics the way services 
are scheduled by the widely used platforms (mostly via scheduling queues). The design 
and implementation of these services in SystemC (as ABSOLUT OS services) requires a 
thorough knowledge of the transport and data link layer technologies and event-driven 
simulation paradigms.

Also, ABSOLUT workload generation tools provide a high level of automation for the 
extraction of application workload models to test their feasibility on a variety of plat-
forms. This is especially useful when the source code of the application is available. In the 
absence of a source code, the ABSOLUT workload models can be created via an analysis 
of the algorithmic details and the control of the application. For fast performance evalua-
tion and architectural exploration, the ABSOLUT workload modelling phase and perfor-
mance simulation phase can be integrated [18]. This reduces the time and effort involved in 
the performance simulation. Also, the non-functional properties must be carried through 
the application design phase and be validated by the performance evaluation phase [18]. 
This seamless integration of application design and the performance simulation phase 
has been demonstrated for different SOA-based application design methodologies such as 
GENESYS and NoTA [11,17].

In ABSOLUT, the cycle accurate platform component models are avoided, and instead, 
cycle approximate models are used for faster simulation speed to enable brisk iterations 
in the architectural exploration phase [4]. We now list the features mentioned in Section 
4.3.1 that were provided by ABSOLUT beforehand, that is, before the extensions made 
to ABSOLUT for enabling it to be used for the performance simulation of distributed 

TABLE 4.1

Features Provided by ABSOLUT Beforehand for the Performance Evaluation of 
Distributed Embedded Systems

Feature

ABSOLUT

Description References

I MOC agnostic X1 [4]
II Multithreaded applications modelling N
III Physical layer models N
IV Transport layer models N
V Performance evaluation of protocols N
VI Workload model generation of user space code, 

external libraries and system calls
X2 [4,16]

VII Workload generation of middleware technologies X3 [4,16]
VIII Detailed and highly abstract workload modelling X4 [4,16]
IX Integration of application design and performance 

evaluation
N

X Non-functional properties validation X5 [4]



100 Distributed Networks

© 2008 Taylor & Francis Group, LLC

 systems. We also provide the references to research articles that describe these contribu-
tions. This information is shown in Tables 4.1 and 4.2.

From Table 4.1, it is clear that many features mentioned in Section 4.3.1 are either com-
pletely or partially absent in ABSOLUT. The modelling and integration of Feature II, that 
is, multithreading support, is described in Section 4.4. The modelling and integration of 
Features III–V are covered in Sections 4.5 and 4.6. Features VI, VII and VIII are provided 
by a novel methodology of workload modelling that uses run-time performance statistics. 
This methodology provides the ability to automatically extract the workload models of 
system calls. The methodology is described in Section 4.7. Features IX and X are described 
via a set of case studies described in Section 4.8.

4.4 Modelling Multithreaded Support

In recent years, multithreaded programming has gained popularity since general- purpose 
processors have evolved to multicore platforms. This has resulted in new challenges for 
software designers in the early stages of development of multithreaded applications (both 
distributed and non-distributed). In other words, designers need to make important 
design decisions related to load-balancing, thread management and synchronisation. This 
implies that even for moderately complex applications that have a few concurrent threads, 
the design space will be huge. The exploration of the design space will require the ability 
to quickly evaluate the performance of different software architectures on one or more 
platforms. The ABSOLUT performance simulation approach has been extended to achieve 
a faster simulation of multithreaded applications in the early phases of the design pro-
cess. Abstract workload models are generated from the source code of the POSIX threaded 
applications, which are then mapped to the execution platform models for the transaction-
level simulation in SystemC.

TABLE 4.2

Description of the Terms Shown in Table 4.1

X Feature completely provided
N Feature, related model or tool not provided
X1 Restricted to the domain of non-distributed systems (single device-based systems).

but not restricted to any application domain
X2 Cannot generate the workload models of system calls, for example, Berkeley Software 

Distributions (BSD), API functions, etc.
X3 Only if the middleware is implemented as an external library. It cannot generate the 

workload of middleware technologies if it is implemented as OS services or system 
calls or runs as a background process, for example, NoTA operates in Daemon 
mode

X4 Only for user space code and external libraries. It cannot generate the workload for 
system calls

X5 Only for non-distributed applications running on a single device. In other words, it 
cannot validate the non-functional properties due to MAC and transport protocols in 
use cases that involve two or more devices
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4.4.1 System Synchronisation

In case of ABSOLUT, the workload models do not contain timing information. To enhance 
the simulation speed, the ABSOLUT execution platform models contain cycle- approximate 
timing information. Thus, the platform model dictates the duration of the execution of a 
particular workload model. The system must ensure the correct behaviour while the con-
current processes are being executed in parallel. This demands a system synchronisation 
mechanism that respects the causal relations between the processes. In other words, this 
means that any particular execution order of processes or threads is allowed as long as 
their causal dependencies are respected. From the perspective of POSIX threads model-
ling, this can be illustrated via the example shown in Figure 4.4.

We assume that the target the application is following is the master–worker program-
ming model. T1 acts as the master thread (main function) and is also a workload process. It 
creates two worker threads T2 and T3 by calling the ‘pthread_create ()’ primitive function. 
Apart from that, the T3 thread is detached (‘pthread_detach ()’), that is, the creator thread 
(T1) will never block and will wait for T3 to terminate.

On the other hand, when T1 calls T2 to terminate (‘pthread_join ()’), it will block (which 
is shown via the dotted line between T12 and T13) and waits for T2 to complete before it 
will continue. Both T2 and T3 are independent of each other. The order of execution within 
each process T1, T2, T3 is as follows:

 T11 → T12 → T13 → T14 (4.5)

 T21 → T22 (4.6)

 T31 (4.7)

From the correct system synchronisation perspective, the following are the additional 
constraints between the processes T1, T2, T3:

 T11 → T21 (4.8)

 T12 → T31 (4.9)

T1 T2 T3

pthread_create();
pthread_create();
pthread_detach();

pthread_ join()
pthread_exit()

Sim
ulation tim

e

T11

T12

T13

T14

T21

T31T22

FIGURE 4.4
System synchronisation between POSIX threads.
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It should be noted that the POSIX standard does not place any particular order constraint 
between T13 and T22, for example, the thread T22 can terminate (reach pthread_exit ()) 
before T13 calls it to terminate (‘pthread_join ()’). In this case, T1 will not block after T13 
but will proceed to T14. The following are some examples of the possible overall execution 
orders in this example:

 T11 → T21 → T22 → T12 → T31 → T13 → T14 (4.10)

 T11 → T12 → T21 → T31 → T13 → T22 → T14 (4.11)

Since untimed TLM does not guarantee the deterministic execution of concurrent pro-
cesses, a mechanism for inter-process communication and system synchronisation must 
be integrated to the ABSOLUT platform model. It must also guarantee that the correct 
intra-process execution order is respected.

4.4.2 Inter-Process Communication and System Synchronisation Model

During the execution of the ABSOLUT performance model, the function workloads run-
ning on the execution platform model can request different software services by using the 
service interface called Generic_Serv_IF as shown in Figure 4.5. This interface is realised 
in the OS model called the Generic_Serv_OP_Sys model in Figure 4.5.

To support the POSIX service calls from the function workload models, a mechanism is 
needed. We modelled this mechanism in the form of a run-time library service process, 
that is, ‘Pthread_lib’ as shown in Figure 4.5. Pthread_lib acts not only as an inter-process 
communication mechanism but also as a thread synchronisation layer between the OS 
model and application workloads as illustrated in Figure 4.5. A new thread can be created 
by the function workload by calling the ‘Use Service ()’ call. The service name is used as 
an attribute to the call, for example, Use Service (‘Serv_1’) along with optional attributes. 

Generic_Serv_OP_Sys

Service_Process

Pthread_lib

Generic_Serv_IF<<Realises>
>

T11
P11

T11

T12

P11 Appl icat ion
T21

P22

T2K

SID=Use_Service(‘Serv_1’, Attributes)Wait_Service(SID)

TN1

PN2

PNL

Operating system

Sync maps Mutex
maps

Service_Request_Queue

Pthread_lib

FIGURE 4.5
Application workload structure (left) and usage of Pthread_lib OS_Service by application workload models 
(right).
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The unique service name is assigned to a particular service when it is registered to the OS 
model during the elaboration phase. This is explained in detail in Ref. [14]. This is a non-
blocking request and the calling thread can therefore continue while the service is being 
processed. The Use_Service () call also returns a unique service identifier that can be given 
to the blocking ‘Wait_Service ()’ call to wait for the completion of a requested service.

The OS model relays every new service request to the Pthread_lib service process, which 
puts these requests in the Service_Request_Queue. As the simulation proceeds, a new 
service request is taken from the queue for processing. Depending on the service name, 
the ‘Pthread_lib’ object relays the service request to OS. The OS model schedules the call 
for execution on the platform. The relaying mechanism can be different and depends on 
the service type. Further details of the ABSOLUT multithreading support modelling and 
POSIX threads, along with a complete case study, are described in Ref. [13]. The case study 
describes the modelling of POSIX-based multithreaded applications on a high-level gen-
eral-purpose multicore architecture-based processor [13]. A run-time thread service pro-
cess that ensures correct intra-process execution of application workloads in association 
with a high-level OS model has been described in Ref. [13]. So far, the correctness of the 
inter- and intra-process execution order and compatibility with the POSIX API has been 
emphasised in the development. Therefore, generalisation of the methodology to support 
other parallel programming models like message passing will be one of the focus areas in 
future development of ABSOLUT methodology.

4.5 Modelling ABSOLUT OS_Services

Extension of ABSOLUT for the performance evaluation of distributed applications 
requires the modelling of protocols operating at different layers of the OSI model. This, 
in turn, requires a mechanism for instantiating new hardware (HW) and software (SW) 
services. These services are registered to the ABSOLUT OS model and are used by the 
application workload models. Furthermore, the services operating at a higher layer of the 
OSI model can use lower-layer services, for example, transport-level services such as TCP 
can use data-link-level services such as IEEE 802.11 MAC protocols for the transmissions 
of frames of a packet as shown in [14]. These services are instantiated by deriving them 
from the OS_Service base class as shown in Ref. [14]. The modelled services implement the 
Generic_Serv_IF as explained in Ref. [14]. ABSOLUT functional workload models request 
the services from the ABSOLUT OS model by using this interface. The modelling and 
integration of highly accurate data link- and transport-level services are explained in Ref. 
[14]. The relationship between OS services operating at the transport layer, data link layer, 
OS model, OS_Service base class and function workload models is shown in Figure 4.6.

The OS_Service base class implements the functionality related to the scheduling of 
requests made by processes via priority queues. After requesting the service from the OS, 
the requesting process goes to the sleep state. The OS informs the requesting process on 
service completion after which it goes back to the running state. This is shown in Figure 4.7.

4.5.1 Deriving New OS_Services

Only the service-specific functionality is implemented by the derived services, which 
make the modelling of services straightforward. These services are registered to the OS 
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model during the elaboration phase and executed during the simulation phase when pro-
cess- or application-level workload models request them from the OS. Other HW and SW 
services, apart from the data link and transport protocols, can also be derived from the 
OS_Service base class. This is shown in Figure 4.7.

4.5.2 Registering OS_Services to OS Models

The services residing at the higher layers of the OSI model use the services at the next 
lower layer of the OSI model in the same way as real world systems, for example, trans-
port layer services use data link layer services for transmitting the individual frames of 
the packets. The services are accessed from the platform using the service name assigned 
during registration to the OS model. For example, the BSD socket application program-
ming interface (API) function ‘send()’ can be modelled as an OS_Service and registered 
by a unique service name, for example, ‘PktTx’ to the OS as shown in Figure 4.8. It can 
then be accessed by the process workload models by using its unique service name via 
Generic_Serv_IF as shown in Figure 4.9.

4.5.3 Accessing OS Services

As mentioned before, the implementation of the Generic_Serv_IF by the OS_Service base class 
enables the function- or process-level ABSOLUT workload models to request services by 
their name as shown in Figure 4.9. This invokes the functionality of that service, which is 
implemented by the service derived from the OS_Service base class. The implementation 
of the OS_Service base class is described next.

Os_Service Function_Workload_Model

Transport_Level_Service

Datalink_Level_Service

Operating system (OS) Model

<<realizes>> <<uses>>

<<register>>

<<register>>

<<uses>>

+use_service(in string paramServName)
+wait_service(in Serv_idSID)

«interface»
Generic_Serv_IF

FIGURE 4.6
OS services implemented to model use cases spanning multiple devices and for modelling BSD API as OS 
services.



105System-Level Performance Simulation of Distributed Embedded Systems via ABSOLUT

© 2008 Taylor & Francis Group, LLC

Se
rv

_N
St

ar
t p

ro
ce

ss
in

g
En

d 
pr

oc
es

sin
g

Se
rv

_1
St

ar
t p

ro
ce

ss
in

g
En

d 
pr

oc
es

sin
g

Se
rv

_1
qu

eu
e

Se
rv

_2
qu

eu
e

Se
rv

_N
qu

eu
e

Se
rv

_(
N

–1
)

qu
eu

e

P1
1

(a
)

(b
)

P1
2

P1
N

A
1

A
2

P2
1

P2
2

P2
K

SI
D

=U
se

_S
er

vi
ce

(‘S
er

v_
N

am
e’)

W
ai

t_
Se

rv
ic

e(
SI

D
)

A
N

PN
1 PN

2
PN

L
O

S_
Se

rv
ic

e

H
W

_S
er

vi
ce

SW
_S

er
vi

ce

Vi
de

o_
A

cc
el

er
at

or
IE

EE
_8

02
.1

1_
EI

ED IE
EE

_8
02

.1
1_

LI
LD

Im
ag

e_
Pr

oc
es

so
r

IE
EE

_8
02

.1
1_

EL
BA

«i
nt

er
fa

ce
»

G
en

er
ic

_S
er

v_
IF

FI
G

U
R

E 
4.

7
P

ro
ce

ss
in

g 
of

 s
er

vi
ce

 r
eq

ue
st

s 
by

 O
S_

Se
rv

ic
es

 b
as

e 
cl

as
s 

(a
) a

nd
 th

e 
w

ay
 n

ew
 O

S_
Se

rv
ic

es
 a

re
 d

er
iv

ed
 f

ro
m

 th
e 

ba
se

 c
la

ss
 ‘O

S_
Se

rv
ic

e’
 (

b)
.



106 Distributed Networks

© 2008 Taylor & Francis Group, LLC

4.5.4 Data Link and Transport Layer Services

The transport layer services, that is, TCP, UDP, etc., and data link services, for example, 
IEEE 802.11 distributed coordination function (DCF), are derived from the OS_Service 
base class. The transport services use the data-link-level services for the transmission of 
one or more frames of their packets. The IEEE 802.11 DCF operating at the data link layer 
can be shown in the form of a flow chart as shown in Figure 4.10.

Every frame received by the MAC layer is transmitted via the IEEE 802.11 DCF, which 
uses linear increase and linear decrease (LILD) or exponential increase and linear 
decrease (EIED) algorithms for contention resolution as shown in Figure 4.10. The trans-
port layer simply divides a packet into frames and forwards them to the data link layer 
for transmission. The data link layer stores the frames in a queue and services them one 
by one for transmission over the channel. The recorded simulation results achieve an 
accuracy of over 92% when averaged after 20 simulation runs when compared with the 
analytical results for packet lengths of 228 and 2228 as shown in Ref. [14]. The packet loss 
probability achieved an accuracy of over 85% when compared with the analytical results 
as shown in Ref. [14]. The accuracy of these models is therefore enough for the SLPE of 
distributed systems.

4.5.5 Modelling Guidelines and Lessons Learnt

The following conclusions related to workload extraction and accuracy can be drawn from 
the case studies and literature review:

FIGURE 4.8
Registration of services to the OS model.

FIGURE 4.9
Accessing an OS_Service via Generic_Serv_IF.
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 1. The MAC and transport layer models are functionally accurate and follow the 
same trend as the corresponding ns-2 and OMNeT++ models.

 2. The workload models of the highly efficient and specialised MAC protocols can be 
obtained via ABSINTH-2 and CORINNA [15].

 3. The main contribution of the MAC and transport protocols as far as non- functional 
properties are concerned is in end–end delays, etc., but not platform utilisation.

Channel Idle?

Occupy the channel

Transmit the Frame(Occupy Channel)

Release the channel

ACK received
before timeout

Fetch frame

Compute next back off Time
IEEE 802.11

DCF (LILD or EIED)
 RetransAttempts = 0

Wait for back off time

Increment Retransmission
Attempts

Retransmission Attempts > MAXRETRANSATTEMPTS

Wait for DIFS

Channel Idle?
Yes

Wait for ACK

Another Node Attempted
Transmission?

FRAGMENTS

Yes No

Yes

MPDU

FIGURE 4.10
Flow chart of IEEE 802.11 DCF.
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The following points can be taken into consideration while comparing the ABSOLUT 
MAC and transport models to ns-2, OMNeT++ or other network simulators:

 1. The functionality related to the network layer has been abstracted out in ABSOLUT 
currently.

 2. The alignment of traffic generators in time at the start of simulation.
 3. The way system calls are modelled, that is, blocking or non-blocking.
 4. Random number generators used for back-time calculation and the seeds used for 

randomisation can vary the simulation results significantly from other simulators, 
though the trend will be the same [14], and hence the models provided by these 
simulators are always functionally correct.

 5. The queue sizes used for implementing the OS_Services must match those used in 
the simulators.

 6. The way a collision is determined and defined in a network simulator is also very 
important to consider. In many network simulators, two or more nodes will collide 
if they transmit at exactly the same time. In the real world though, the propagation 
time due to distance between the nodes might also be a potential cause of collision. 
For example, if two nodes can sense the channel is idle, one starts to transmit and 
the other node(s) can still sense the channel is idle and transmit, causing collision.

The functionally correct models of MAC protocols and related OS_Services will be pro-
vided as a part of the ABSOLUT component library. Specialised probes and use cases will 
be provided to facilitate the system designer to modify and enhance the MAC and trans-
port protocol models and make necessary adjustments as per use case.

4.6 Physical Layer Models

To study the MAC protocols in isolation under a particular scenario, the application work-
loads can be abstracted by using traffic generators. Three types of traffic generators, that 
is, pareto on off, exponential and constant-bit rate available in ns-2, have been integrated 
to ABSOLUT [14]. Two modulation techniques, that is, QPSK and BPSK have been mod-
elled along with the multicarrier code division multiple access (MC-CDMA) technique. 
Two channel coding techniques, that is, convolutional and Reed Solomon codes, and two 
channel models, that is, a binary symmetric channel and additive white Gaussian noise 
(AWGN) channels, have been integrated by using models available in the itpp library [14]. 
The performance model is configured with a certain type of modulation scheme, coding 
scheme and channel model. Bit errors are computed using the functions available in the 
itpp library. Frame lengths can be chosen randomly or fixed to a value before simulation 
to analyse the MAC and transport protocols in a particular scenario.

4.6.1 Analysing Accuracy of Bit Error Rate Calculation

Different modulation schemes available in the itpp library have been used without modifica-
tion. We present the results for multicode CDMA with QPSK modulation. For 1e6 bits, the results 
are over 99.8% accurate (when compared with theoretical results) as shown in Figure 4.11.
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4.6.2 Analysing Accuracy of Frame Error Rate Calculation

In the absence of any encoding in IEEE 802.11, the fragment and the bit error rate are 
related by Equation 4.12.

 Pe = 1 − (1 − BER)S, (4.12)

where S is the fragment size, BER is the bit error rate and Pe is the probability of frame error. 
The bit error rates are plotted against the frame error rates for different values of frame 
lengths as shown in Figure 4.12. The frame and bit error rates can be recorded directly 
from simulation and plotted for different values of bit error rates as shown in Figure 4.12. 
The recorded simulation results are over 92% accurate when averaged after 20 simulation 
runs. The simulation results are compared with the analytical results for packet lengths of 
228 and 2228 as shown in Figure 4.12.

4.6.3 Analysing Accuracy of Packet Error Rate

In case of IEEE 802.11, one MAC service data unit (MSDU) can be partitioned into a sequence 
of smaller MAC protocol data units (MPDUs) to increase reliability. Fragmentation is per-
formed at each immediate transmitter. The process of recombining MPDUs into a single 
MSDU is called defragmentation. Defragmentation is also done at each immediate recipi-
ent. When a directed MSDU is received from the LLC with a length greater than a frag-
mentation threshold, the former is divided into MPDUs. Each fragment’s length is smaller 
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FIGURE 4.11
Theoretical versus simulation bit error rate for MC-CDMA with QPSK. Number of codes (M) = 4. Spreading 
factor (k) = 4. Number of bits = 100,000.
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or equal to a fragmentation threshold [14]. MPDUs are sent as independent transmissions, 
each of which is separately acknowledged. The loss probability of transmitting a transport 
packet fragmented at the MAC layer into N fragments is given by the Equation 4.13 [14]
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(4.13)

where Pl denotes the successful transmission probability of one attempt, i denotes the 
retransmission attempts and M is the maximum number of retransmission attempts. 
Figure 4.13 shows the transport packet loss rate as a function of the MAC frame loss 
probability during each transmission retry for a fixed number of fragments (N = 10) and 
for different values of maximum retransmission attempts [14] (M = 1 → 10). The simula-
tion results are compared with the analytical results as shown in Figure 4.13. The values 
of M and N were fixed, the value of the signal-to-noise ratio (SNR) was varied and the 
simulation was repeated several times. The results for each value of SNR were averaged 
to obtain each point on the two curves. The simulation was run 20 times and the aver-
aged results achieved an accuracy of over 85% when compared with analytical results as 
shown in Figure 4.13.
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Frame error probability versus bit error rate. Theoretical results compared with simulation results for frame 
lengths 228 and 2228.
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4.7 Workload Modelling via Run-Time Performance Statistics

The novel methodology for automatic workload extraction presented in this section is 
called configuration and workload generation via code instrumentation and performance 
counters (CORINNA) [15]. This methodology is completely dependent on the information 
read from CPU performance counters and is not compiler dependent. Furthermore, the 
instantiation of this methodology on a certain platform only requires re-implementation 
of the interface functions so as to access the CPU performance counters of that machine. 
The methodology can generate the application workload models of system calls, user space 
code and external libraries automatically. Furthermore, it does not employ additional pro-
grams like Valgrind and SAKE (abstract external library workload extractor) for the extrac-
tion of workload of external libraries as in ABSINTH-2 [16]. CORINNA is implemented as 
C++ classes and can be compiled in the form of a static and dynamic library.

4.7.1 Workload Extraction via CORINNA

The application workload model generation via CORINNA consists of three phases, 
that is, the pre-compilation, application execution and post-execution phases. In the pre- 
compilation phase, tags are inserted at different points in the source code automatically 

Transport packet loss rate vs MAC fragment loss rate, n = 10
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Theoretical versus simulation results. MAC frame loss probability versus transport packet loss rate, for maxi-
mum retransmission attempts (M = 2 and 3) and number of fragments (N = 10).
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via a Python script called tag source-code parser written in python for CORINNA tags 
insertion (CORINNA-SCENT) [15]. In the execution phase, the run-time performance sta-
tistics of the application are recorded by reading performance counters for generating the 
function workload model primitive instructions.

After the execution phase, two CORINNA output files are obtained as shown in 
Figure 4.14, apart from the normal output (when the application is not compiled with the 
CORINNA library and no tags are inserted) of the program. In the post-execution phase, 
the two CORINNA output files are parsed to generate the classes for function workload 
models. Also, the configuration of CPU models is carried out by adjusting cache-hit and 
cache-miss probability, etc., according to the run-time statistics. Also, a top-level process 
model is generated that calls the generated function workload models in the order in 
which they appear in the trace information. The post-execution phase is also done via a 
Python script called CORINNA output parser for function workload generation and pro-

Source code C, C++, Java...

Pre-processing
CORINNA

Instrumentation
CORINNA library

static/dynamic library

Executable binary code

Run

Workload models {sec.hours.min.dd.mm.yy}.txt

CORINNA post-processing

Function workload
models

CORINNA pre-compilation

CacheStatistics{sec.hours.min.dd.mm.yy}.txt

Processor
models configuration

                CORINNA post-execution

CORINNA compilation-and-execution phase

Compilation gcc, g++, . . .

FIGURE 4.14
Pre-compilation and post-compilation steps of workload model extraction via CORINNA.
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cess model  configuration (CORINNA-PERFUME). The workload modelling and platform 
configuration via CORINNA is summarised in Figure 4.14.

As explained earlier, the workload modelling via CORINNA consists of three phases: 
the pre-compilation phase, the application execution phase and the post-execution 
phase. The pre-compilation phase inserts CORINNA tag pairs around selected source 
code lines in the source code. One tag in each tag pair marks the entry to that code 
line while the other marks the exit. The second phase is called the application execu-
tion phase. This phase ends when the application execution ends. During application 
execution, a separate data structure for function workload model creation is generated 
for each instruction between tags and a separated data structure for function work-
load model creation for the set of instructions encountered along the execution path to 
the entry of another tag pair, thus giving full coverage of the application source code. 
Also, the execution order is recorded by storing the names of workload models as they 
are generated. This trace information is used to call the function workload models in 
correct order, mimicking the true order of execution of the instructions during appli-
cation execution. In the final step, the text files created after the application execution 
that contains the workload model creation data and CPU models configuration data 
are parsed and the function workload model classes generated and the CPU models 
are configured according to run-time statistics. The aforementioned three phases are 
described in detail in Ref. [15].

4.7.2 Comparing ABSINTH, ABSINTH-2 and CORINNA

The ABSINTH application workload generation methodology is compiler based [4], 
whereas CORINNA generates application workload models based on the run-time statis-
tics gathered during the execution of an application. The salient features of ABSINTH and 
CORINNA are compared as follows:

 1. gcc compiler compatibility: ABSINTH works with certain versions of gcc compiler, 
for example, gcc-4.3.1, whereas CORINNA is totally independent of the gcc com-
piler version used to compile the application source code.

 2. Workload of external libraries: To extract workload models, for example, the current 
version of ABSINTH uses a tool called SAKE (abstract external library workload 
extractor) [16]. CORINNA does not use any other tool to extract workload models 
for external libraries.

 3. Workload of system calls: ABSINTH is limited to the user space code and external 
libraries. Therefore, it cannot generate function workload models for the system 
calls. CORINNA has no such limitations and the insertion of tags around system 
calls will provide the required workload models.

 4. Coverage of C++ applications/g++ compiler: ABSINTH cannot generate the workload 
of C++ applications. ABSINTH works as a patch of GNU gcc compiler and has 
certain limitations with error and exception handling what comes to C++ applica-
tions compilation. CORINNA has no such limitations and is not compiler based.

 5. Distributed applications: Most of the distributed applications communicate via 
transport technologies such as TCP/IP and UDP. These transport technologies are 
available to the application programmer as system calls and are used for both 
message-based communications and also audio/video streaming in the case of 
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real-time multimedia client server applications. ABSINTH cannot generate func-
tion workload models for these system calls since it is limited to user space code 
and external libraries. CORINNA only requires the insertion of tags in the pre-
compilation step via CORINNA-SCENT for the generation of function workload 
models for these transport API functions.

 6. Processor models configuration: CORINNA records the cache-hits/miss statistics dur-
ing the entire execution of the application, and when the execution of the use case 
ends, it writes the overall cache-hit and cache-miss rates of the application to the 
CacheStatistics {sec.hours.min.dd.mm.yy}.txt file for different cache levels. These 
data are used to configure the CPU models in the ABSOLUT platform model for 
more accurate SLPE. ABSINTH does not provide this functionality.

 7. Portability: CORINNA is highly portable, but it might require the re-implementation 
of only the class member functions used to access the hardware counters in some 
cases. The complicated tasks of gathering the performance statistics, generation 
of function workload models during execution, reporting results, pre-compilation 
and post-execution Python scripts, that is, CORINNA-SCENT and CORINNA-
PEFUME, do not need to be re-implemented and are totally machine independent.

Therefore, the application workload extraction methods previously employed by 
ABSOLUT, called ABSINTH and ABSINTH-2, had some shortcomings, for example, these 
are compiler-based workload extraction methods and cannot be used to extract the appli-
cation workload models of kernel space code, for example, system calls. They lack the 
support for the g++ C++ compiler and cannot configure the platform processor models 
according to run-time statistics of the application, for example, cache-hits/misses [4]. 
To solve these issues, a novel method for workload generation based on run-time per-
formance statistics called CORINNA has been developed, which is non-compiler-based. 
Also, CORINNA has some shortcomings; since it uses the hardware counters to generate 
the workload models, the latter might result in less accurate results when the ABSOLUT 
platform model has very different hardware architecture.

4.8 Conducted Case Studies

In Ref. [4], the performance evaluation of the transport and MAC protocols via ABSOLUT 
is described. The article describes the way the different MAC and transport protocols can 
be modelled as OS services and integrated into the ABSOLUT framework. In Refs. [17] 
and [18], the performance evaluation of distributed and non-distributed GENESYS appli-
cations via ABSOLUT is described. These articles describe the way the application design 
and performance simulation phases can be linked to reduce time and effort in the perfor-
mance evaluation phase. In Ref. [11], the system-level performance of distributed NoTA 
systems via ABSOLUT is described. The modelling of NoTA DIP in all the three modes is 
explained and the approach is demonstrated via a case study. Also, in Ref. [15], we give 
two different case studies of how to extract ABSOLUT workload models and to show how 
to map the application workload models to the platform model for performance evalua-
tion. For case studies, we used two different applications, Qt-based submarine attack game 
and office security application with video streaming.
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4.9 Conclusion and Future Work

The complexity of the distributed embedded systems is growing rapidly in different appli-
cation domains. To achieve faster deployment and a more optimal design of these systems, 
their feasibility must be evaluated at an early design phase. For a performance evaluation 
methodology to be applicable across multiple domains of distributed systems, the meth-
odology must provide the easy instantiation and modelling of transport and data link 
protocol models as well as multithreaded applications.

This chapter presents the modelling and integration of the related protocols and models 
in ABSOLUT. New models and protocols can be added to the framework as they are devel-
oped and used in the performance models for SLPE. The functionalities that are common 
among these protocols are implemented in the base classes so that new models can be 
developed with minimal effort. The modelled protocols developed during the research 
presented in this section were applied in a number of case studies. The models integrated 
to ABSOLUT are accurate enough for SLPE and architectural exploration [14]. Table 4.3 pro-
vides an overview of the authors’ contributions. It lists the research articles that describe 
the missing/partially provided features/models elaborated in Table 4.1. These references 
related to novel contributions are listed in bold font.

The network layer protocols of the OSI model were not modelled and the research efforts 
were mainly directed towards the SLPE of single hop distributed embedded systems. The 
network protocols can be instantiated by using the OS_Service base class models used 
for modelling the transport and data link layer protocols. The protocols at the data link 
and transport layer are functionally correct, and therefore the functional network layer 
protocols can be integrated into the framework just like the transport and data link layer 
protocols. Furthermore, the models/probes for estimating the energy consumption of the 
application, transport, middleware and data link OSI model layers are planned to be inte-
grated to the ABSOLUT framework.

TABLE 4.3

Features Provided by ABSOLUT Beforehand for the Performance Evaluation of 
Distributed Embedded Systems

Feature

ABSOLUT

Description References

I MOC agnostic X [4]
II Multithreaded applications modelling X [13]
III Physical layer models X [14]
IV Transport layer models X [14]
V Performance evaluation of protocols X [14]
VI Workload model generation of user space code, 

external libraries and system calls
X2 [4,15,16]

VII Workload generation of middleware technologies X3 [4,15,16]
VIII  Detailed and highly abstract workload modelling X4 [4,15,16]
IX  Integration of application design and 

performance evaluation
X [8,11,17]

X  Non-functional properties validation X5 [11,17,18]
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5.1 Introduction

Self-organising maps are competitive learning neural networks that use a set of prototype 
vectors, also called codewords, neurons or units, to represent in some way the data used 
to train it. The whole set of prototype vectors is called a codebook as it groups all the 
codewords.

In competitive learning, the prototypes compete to be the most representative one for 
each data sample; this prototype is called the ‘best matching unit’ or ‘bmu’. The learning 
process is centred in the bmu and depending on the cooperative philosophy, or the lack of 
it, other prototypes are influenced to a lower degree than the bmu.

Self-organising maps are usually unsupervised algorithms, as they do not get an 
expected output value for each data sample to be reproduced. Otherwise, there are super-
vised algorithms based on the original self-organising maps that include some kind of 
supervised learning.

k-Means is a clustering algorithm that can be considered to be one of the first self- 
organising maps because of its learning method. In this algorithm, the prototypes, called 
cluster centroids, have no cooperation with each other.

Neural gas (NG) is an algorithm similar to k-means, but it has a cooperative learning rule 
based on a distance ranking in the multidimensional input space. This algorithm produces 
the optimum quantisation results as it has no other restrictions to place prototypes.

A different approach is adopted in Kohonen’s self-organising map (SOM), which trains 
how to use a neighbourhood function based on a grid, called output space. That grid tries 
to fit the shape of the data samples but by preserving the order between prototypes, so adja-
cent neurons in the output map should be adjacent in the multidimensional input space too.

This chapter will explain the hybrid SOM–NG algorithm and its applications. Classic algo-
rithms will be introduced and explained to allow an understanding of the different features. 
Then the hybrid algorithm will be presented along with a step-by-step explanation of how a 
self-organising map algorithm can be created. After explaining the algorithm, some exam-
ples will be provided and explained in a how-to way for a deeper understanding of the uses.

5.2 k-Means

This algorithm is a clustering algorithm published by James MacQueen in 1967 [1]. It tries 
to find k partitions of multidimensional data by relocating the centroid of the located clus-
ters until it reaches convergence. It is a pure competitive algorithm and it works on a ‘win-
ner takes all’ philosophy.

The main purpose of this algorithm is to minimise the sum of squared distances to the 
cluster centroid. The cost function for this algorithm is
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i k

i k
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(5.1)

where K is the number of clusters, Qk is the influence region defined by the centroid ck and 
xi are data samples.
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5.2.1 Implementation of the Algorithm

Even when it has a deep and complex mathematical background, the algorithm itself can 
be explained in a quite simple way. In every iteration, input points are grouped according 
to which centroid is the closest one. After selecting the data samples for each cluster, the 
centroid is moved to the centre of the group. The process is represented in the flow chart 
in Figure 5.1.

With this simple procedure, a partition into Voronoi regions can be done. This algorithm 
only requires two parameters, the number of desired clusters k and the initial position of 
the centroids. Selecting the number of clusters is not an easy task. It is common practice to 
make several reruns with different initialisations to keep the best one.

Figure 5.2 shows examples of right and wrong results obtained with k-means with an 
obvious clustering problem with four well-defined clusters. The only difference between 
both cases was the initial position of the centroids.

5.2.2 Iterations

Once a starting point is defined, the k-means algorithm is executed. The most common 
implementation is the ‘Lloyd algorithm’. It is based on the Voronoi tessellation, but calcu-
lating the graphic solution is not needed to obtain k-means clustering.

Update cluster centroids

Find the closest centroid for
each data sample and
assign it to the cluster

Maximum
number of
iterations?

Initialise prototype
vectors

End

Centroids
changed?

No

Yes

No Yes

FIGURE 5.1
Flow chart for k-means.
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Examples of k-means.
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In Figure 5.3, a step-by-step solution is shown. Initial values (t = 0) for centroids were 
chosen randomly, so the initial solutions are not accurate. In this toy example, the second 
iteration (t = 2) produces an accurate classification, but a stable result is achieved in the 
third step (t = 3). Any further iteration after the third step will produce the same position 
for the centroids.

With a more detailed view over the figures, it can be seen that before training, centroid ‘1’ 
covers most of the left clusters and centroid ‘2’ gets only a couple of points of the lower left 
cluster. This issue is not really a problem as, after the first iteration, centroid ‘2’ covers most 
of the lower left cluster and lets centroid ‘1’ move towards the upper left cluster.

The illustrative example in Figure 5.3 helps to understand how k-means work.
In this example, k-means is a good algorithm for achieving a good solution as it has well-

separated, compact and hyper-spherical clusters. Examples of bad results using k-means 
are data with concave shape or clusters with small distances if compared to their sizes.

5.3 Neural Gas

Martinetz et al. presented a new algorithm for vector quantisation in 1993 [2]. They called 
it ‘neural gas’ as the prototype vectors move with gas-like dynamics (and there is even a 
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Iterations using k-means.
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section in the article to explain the name). It is a cooperative–competitive algorithm with 
a ‘winner takes most’ philosophy. The closest prototype (bmu) is the most affected one for 
any single data sample, but others are also affected depending on how many prototypes 
are closer to that data sample.

NG proposes a new way of calculating the influence, instead of using distance measures; 
for example, Euclidean distance considers distance as a rank. Closer prototypes are more 
affected, but there is no direct influence of the distance.

5.3.1 How Was the Algorithm Developed?

This algorithm is based on solving a cost function using iterative methods. It is important 
to be familiar with linear optimisation methods, especially the gradient descent method 
and Newton’s method.

The cost function to optimise is the following:
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where v represents data, with a density distribution P(v) in the input space V. Prototype 
vectors wi are a list of m representative points in the input space V. The neighbourhood 
function h is based on a distance ranking k(v, w) that will be explained later in detail.

Equation 5.2 represents the accumulation of the distance for all points v to all the proto-
type vectors wi weighted by the neighbourhood function h. As data are usually given as 
a set of discrete vectors and not as a density distribution, the integrator should be substi-
tuted by the sum of all data samples.
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The cost function described in Equation 5.3 is the sum of all the squared distances from 
N data samples to m prototype vectors weighted by the neighbourhood function h.

The neighbourhood function is a measure of membership of data sample vj to the clus-
ter defined by wi. It should be a decreasing function with values between zero and unity, 
so an exponential curve is proposed using distance ranking instead of a direct distance 
measure. Distance ranking k(vj, wi) has increasing values from 0 for the closest prototype 
to m − 1 for the furthest one. The mathematical expression for h is
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where σ is the neighbourhood radius that defines the limits of influence. In this neighbour-
hood function, the effects further than 4σ will be very small, almost negligible.

5.3.2 Sequential Algorithm

The sequential algorithm modifies the prototype vectors using only one data sample, each 
time fitting the solution in small steps.
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Using the gradient descent method, the sequential training rule is obtained. Knowing 
that data samples are constant and supposing that small variations in wi will not affect 
distance ranking, the only variable to be optimised is the position of the prototypes. The 
updating rule is
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(5.5)

where α is the step size which weights the influence of the sample for all the prototypes. 
Equation 5.5 is the final expression to be implemented when programming the algorithm.

The step size α must have values between zero and unity, but the recommended values 
are 0.5 as the initial value and 0.005 as the final value [2]. The decreasing exponential func-
tion α(t) = αi(αf/αi)t/tmax is usual for this purpose.

The neighbourhood radius σ also decreases with time; thus, the influence of further 
 prototypes shrinks with every step. An exponential expression is also recommended: 
σ(t) = σi(σf/σi)t/tmax. A good initial value is half of the number of prototypes, that is, σi = m/2, 
and a very small value is advisable as the final value, for example, σf = 0.01.

Owing to the decreasing influence of data samples, the ones presented earlier tend to 
have more influence on the final result; to avoid this bias, the data samples should be ran-
domly sorted for each training epoch.

The algorithm works with the flow chart presented in Figure 5.4.

5.3.3 Neural Gas for Local Modelling

The original paper also presented the NG ‘Application to Time-Series Prediction’, but it is a 
local modelling tool usable for any kind of data and not only the temporal series.

Sort data samples
randomly

Get the first data sample

Calculate distance ranking of
prototypes for that sample

Update prototypes Last data
sample?

Get the next data sampleCalculate values for σ and α
for this training step

Last training
epoch?

Yes

Initialise prototype vectors

No

End

No

Yes

FIGURE 5.4
Flow chart for sequential neural gas.
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It uses linear models with the following expression:

 �y y a v wi i i= + ⋅ −* * *( )  (5.6)

where �y  is the estimated value of f(v), yi* is a reference value for the closest prototype wi* 
and ai* is the estimated gradient in the Voronoi region defined by wi*.

To obtain yi* and ai* for the prototype vectors, a similar process is applied. The target 
function is
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Equation 5.7 measures the squared estimation error for vj using the model of wi weighted 
by the neighbourhood function. The neighbourhood function is called h′ because it can be 
different from the one used to calculate the prototype position.

Using the gradient descent method again with the reference value yi, its updating rule 
is obtained:

 ∆y h k v w f v yi j i j i= ′ ⋅ ′ ⋅ −a ( ( , )) ( ( ) )  (5.8)

Step size α ′ can also be different from the one used in prototype learning.
Equations 5.5 and 5.8 are very similar. They update their value based on multiplying 

their step size and neighbourhood function by the difference between the actual value and 
the prototype. It means that the output value yi can be understood like a new dimension 
and it is made different because of its use and not because of its features.

Obtaining the gradient estimator is more tedious, but the concept is the same. 
Differentiating Equation 5.7 with respect to the gradient vector ai, the following expression 
is obtained:

 ∆a h k v w f v y a v w v wi j i j i i j i j i= ′ ⋅ ′ ⋅ − − − ⋅ −⋅a ( )( , ) ( ( ) ( )) ( )  (5.9)

Equation 5.9 learns from the distance from the data point to the prototype vector and the 
estimation error, also weighted by the neighbourhood function and the step size as usual.

5.3.4 Batch Algorithm

To improve the NG algorithm, Cottrell et  al. presented a batch version in 2005 [3]. The 
batch version of NG takes all the data samples together and updates the prototypes only 
once per epoch.

Formulation of the batch algorithm starts with the same cost function as the sequential 
process. In the batch version, Newton’s method is used instead of the gradient descent 
method, and the updating rule is
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Operating over Equation 5.10, the current value of wi can be cancelled on both sides. So 
the final expression for the new value is
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The batch algorithm is simpler than the sequential one as there is no need to sort the 
samples and there is no step size parameter α. The flow chart is presented in Figure 5.5.

A batch algorithm has faster convergence and is less sensitive to initialisation. The main 
drawback of this version is the amount of memory needed to make the training in one 
step. It is needed to calculate the ranking for every data sample and prototype, needing an 
N × m matrix. It is also needed to calculate the neighbourhood function for all these combi-
nations of samples and prototypes. There are many strategies for these issues; simple ones 
chop the data into several chunks or calculate the prototype update one at a time.

5.3.5 Variations of Neural Gas

NG is a capable algorithm and other versions were developed to achieve different kinds of 
results besides quantisation.

‘Growing neural gas’ (GNG) is explained in Ref. [4]; this algorithm only requires con-
stant parameters and deciding the amount of prototypes is not needed. GNG starts using 
only two prototypes and moves them to fit the data distribution, and after a fixed number 
of iterations, a new prototype can be added if it is needed to achieve the desired quality of 
the model. The new prototype is added halfway between the prototype with the highest 
accumulative error and its neighbour with the largest error. The process is repeated until a 
predefined stopping criterion is fulfilled, such as the number of prototypes or any quality 
measure. In Ref. [4], edges between adjacent prototypes are also added to create a better 
representation of data distribution.

A supervised version of NG for classification tasks is proposed in Ref. [5]. It includes a 
classification term in the cost function to improve the classification accuracy instead of 
taking into account only quantisation. This term focuses on defining the class borders and 
lets the NG dynamics spread the prototypes of the same class uniformly among data cor-
responding to their class.

Calculate distance ranking of
prototypes for all samples

Update prototypes

Calculate neighbourhood
radius σ  in this epoch

Last training
epoch?

Initialise prototype vectors

No
EndYes

FIGURE 5.5
Flow chart for batch neural gas.
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5.4 Kohonen’s Self-Organising Map

A different approach for vector quantisation is Kohonen’s SOM, also known as a self-orga-
nising feature map or just Kohonen’s map. It is based on a neural network that finds the 
bmu, that is, the closest prototype, from a collection based on a low-dimension map. For 
practical purposes, there is no need to know the original neural network; modern algo-
rithms just compare the distances to identify the bmu.

The map is usually 2D, but 1D and 3D maps are also known. Higher dimensions are 
possible, but they do not offer the advantage of dimensionality reduction. One of the most 
important advantages of the low-dimensional map is the creation of component maps that 
represent the value of only one of the dimensions in the reference grid. A good reference 
for this algorithm is Ref. [6] and a deep study is done in Ref. [7].

5.4.1 Lattice

Before a training SOM, a lattice is needed. It defines the topology to be preserved in the 
multidimensional input space. The lattice is an ordered set of neurons, usually in a hex-
agonal or rectangular disposition, where the distance between adjacent units is equal to 
unity (Figure 5.6).

Using the lattice, distances between neurons can be calculated and neighbourhoods can 
be defined by geometrical rules.

Often, the lattice is referred to as the output space N and each unit is named with its 
position in the lattice, Ni,j, where i is the row and j the column.

5.4.2 Learning Rule

The learning rule is based on biological concepts instead of being a mathematical process. 
There are biological evidences that seem to prove that brain stores information in topologi-
cal order. From this idea, a topology-preserving rule was proposed.

 ∆w h w w v wi i j j i= ⋅ ⋅ −a ( , ) ( )*  (5.12)

where h(wi, wj*) is a neighbourhood function based on the distance in the lattice between wi 
and wj*, the bmu for sample vj. Neighbourhood function is defined as
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FIGURE 5.6
Rectangular (a) and hexagonal (b) lattices.
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where ri and rj* are the coordinates of wi and wj* in the grid, respectively, and σ is the neigh-
bourhood radius.

As in NG, only one data sample is processed at a time. This makes the algorithm quite 
similar, only changing the updating rule to use Equation 5.12. The flow chart is shown in 
Figure 5.7.

There is also a batch version of SOM. It takes all the training samples in every epoch and 
gives them the same importance; thus, it makes better models with less training epochs. 
The updating rule is
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and the flow chart is given in Figure 5.8.
SOM is a very fast algorithm as it needs fewer calculations in each epoch. The distance 

in the output map is calculated only once before the first epoch and it is constant for all 
the training. In every epoch, the closest prototype is located for each data sample and the 
neighbourhood functions are calculated using the stored distances.

5.4.3 Component Planes and the Unified Distance Matrix

Component planes are a low-dimensional representation created using the predefined lat-
tice. One map is created for each variable and its value is represented using colour scales. 
This helps to find patterns and correlations.

Sort data samples
randomly

Get the first data sample

Update prototypes Last data
sample?

Get the next data sampleCalculate values for σ and α
for this training step

Last training
epoch?

 Yes Yes

Initialise prototype vectors

No

End

No

Calculate lattice distances
between all pairs of neurons 

FIGURE 5.7
Flow chart for sequential SOM.
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Using the very common example of Iris flowers, the maps presented in Figure 5.9 were 
created.

Figure 5.9 shows the values of the four variables in the data set. The most obvious fact 
is the correlation between the petal length and width. They have high, medium and low 
values in the same zones; thus, they have a high positive correlation (they have a Pearson 
correlation of 0.96). Negative correlation can be detected in the same way, having the same 
shape but opposite values.

Component planes also help to detect groups; in this example, flowers with big sepals 
are divided into two groups, one with long, narrow sepals and the other with short, wide 
ones. Visual inspection from a trained user usually gives some information about the data 
that can lead to further research.

A special component plane is the representation of the unified distance matrix (U-matrix) 
[8]. The U-matrix is a matrix with 2m − 1 rows and 2n − 1 columns, where m and n are the 
number of rows and columns, respectively, of the lattice.

Elements in a position (2i − 1, 2j − 1) are associated with the position (i,j) in the lattice. 
Values between the elements of two positions represent the distance between those ele-
ments in the multidimensional input space. Values in the unit positions are a statistic of 
the surrounding values, usually the average or median, so ui,j is the chosen statistic for all 
the distances that involve Ni,j.

Update prototypes

Calculate neighbourhood
radius σ in this epoch

Last training
epoch?

Initialise prototype vectors

No
EndYes

Calculate lattice distances
between all pairs of neurons

FIGURE 5.8
Flow chart for batch SOM.
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FIGURE 5.9
Iris component planes.
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A general example of a U-matrix is
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Using the U-matrix, clusters can be identified by visual inspection.
Figure 5.10 shows the U-matrix and the most repeated class in each Voronoi region. Two 

very different parts are identified, one corresponding to the setosa class and the other that 
covers both the virginica and versicolor classes. The setosa class is easily classified because 
of its small petals as it can be seen in the distance matrix. Also, some interpolating neurons 
appear in the border and they are not assigned to any class. The virginica and versicolor 
classes are harder to separate as they do not have well-defined borders.

5.4.4 Other Versions and Uses for SOM

SOM is a widely used algorithm for data processing and is very useful for a number of 
applications. As a consequence of this use, many different SOM-based techniques were 
created, some combining SOM with other algorithms and others modifying SOM itself.

Temporal regression is a common requirement in data analysis. A first attempt to use 
temporal information was the ‘temporal Kohonen map’ or TKM [9], which included a 
filter in distance calculation looking for the bmu. An evolution of TKM is the ‘recurrent 
self-organising map’ [10] that includes the filter in the bmu search and in prototype adap-
tation. After these, many variants for time series were created; a review can be found in 
Ref. [11].

The ‘hybrid SOM’ is a combination of an SOM as a hidden layer for an multi-layer per-
ceptron (MLP). It has been used for classification [12] and forecasting [13]. In a similar way, 
an ‘SOM of SOMs’ or ‘SOM2’ is presented in Ref. [14]. SOM2 is a double layer classifier, it 
has a ‘parent SOM’ with a ‘child SOM’ associated with each prototype. The ‘parent SOM’ 
performs a gross classification and then the ‘child SOM’ does a more accurate one.

All these variations are some of the few interesting ones, but there are many for most of 
the fields of knowledge, with a special focus on pattern and speech recognition, forecast-
ing and clustering.

U-matrix

0.17

0.99

1.81

Versicolor

Virginica
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FIGURE 5.10
U-matrix and cluster classification.
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5.5 Hybrid SOM–NG

The hybrid SOM–NG algorithm [15] is a combination of SOM and NG, as the name clearly 
states. The hybridisation is done by combining the neighbourhood functions into a single 
one that takes into account both the quantisation and the topological orders.

5.5.1 Hybrid Neighbourhood Function

The hybrid neighbourhood function is the following:

 h v w h k v w h v wSOM NG j i NG j i SOM j i− = ⋅( ) ( ) ( ), ( , ) ,  (5.15)

Both neighbourhood functions are slightly modified to be combined. The NG-based 
function is
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where γ is a new parameter included to control the influence of the distance in the multidi-
mensional input space. The other parameters are not modified from Equation 5.4.

The SOM-based function is
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exp
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(5.17)

where s(ri*, ri) is a newly defined topographical ranking. A ranking is needed to measure 
the SOM and NG neighbourhood radii σ in the same units. It makes no sense to measure 
SOM using distance in the grid and NG using amounts of prototypes that are closer. So the 
new topographical ranking is defined as

 
s r r r d r r d r ri i j i j i j( , ) { ( , ) ( , )}* * *= </

 
(5.18)

where d is the distance measured in the lattice, ri is the position of the corresponding neu-
ron to wi and ri* is the neuron corresponding to the closest prototype to vj.

Expression (5.18) means that the position in the ranking is equal to the amounts of 
prototypes that are closer to the winning neuron than the one to be updated. This 
expression was used previously for the ranking in NG [3], but in the lattice it gets spe-
cial importance. As the lattice has a fixed distance between the units, there will be more 
than one unit at the same distance and the value is kept constant during the whole 
training phase.

The ranking has some special features. The most important one is the range [0,m), with 
m as the number or prototypes, which is comparable to the ranking in the NG kernel (5.16). 
A monotonous ranking should not be used because it reduces the robustness of the algo-
rithm in the tiebreaks and units at the same distance should have the same neighbourhood 
value.
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Rankings in a lattice for two different winning neurons are represented in Figure 5.11. 
The first subfigure (left) is the ranking for a winning neuron in the top left corner. The 
winning neuron has ranking 0, as usual, because there are no prototypes closer than its 
corresponding one. The next ones have ranking 1 as only the winning neuron is closer. 
As was stated above, they have the same distance, so they should have the same ranking.

In the second subfigure, the winning neuron is a different one, so the rankings are differ-
ent. In this case, there are four units at unitary distance, so they all have ranking 1. The fol-
lowing ones, in the diagonal positions, will have ranking 5 as there are five closer neurons.

The distance matrix is not symmetric; in the examples, s(ri* = N1,1, rj = N2,2) = 3 and 
s(ri* = N2,2, rj = N1,1) = 5. Even when symmetric measures are preferable, the experimental 
results are good and the obtained models are similar to the equivalent SOM models.

But the meaning of the ranking is also different. While distance neighbourhood means 
‘σ neurons away’, ranking neighbourhood means ‘σ closest neurons’.

In Figure 5.12, both neighbourhood functions are represented. They represent the influ-
ence of a data sample whose bmu is the central one in a 25 × 25 map with a distance rank-
ing of 144. In this example, there are 437 neurons in the map with a squared distance lower 
than 144 and all the neurons are included in the area of influence of the squared distance 
function. Using the distance ranking, many of the prototypes are outside the influence 
zone and their modification in those circumstances is negligible.
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FIGURE 5.12
Neighbourhood function using distance (a) and distance ranking (b).
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5.5.2 Updating Rule

The updating rule for prototype positions is obtained using the following cost function:
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It is a similar cost function to the one used in NG, but using the hybrid neighbourhood 
function. The neighbourhood weights the distance between the data sample and the pro-
totype, not only the distance in the input space but also the output lattice. As the neigh-
bourhood functions are multiplied, if one of them has a very low value, the combination 
will have low value too. Thus, the prototypes that are close to the winning neuron in both 
spaces will have an important effect.

As the batch versions are faster in convergence and simpler to be implemented, Newton’s 
method will be used. In the mathematical process to obtain the updating rule, it will be 
supposed that neighbourhood functions are already calculated and without loss of gener-
ality only one prototype, named w, will be updated at a time. This can be done because the 
position of the other prototypes only affects the neighbourhoods.

When training the d-dimensional prototype w = (w1, . . ., wk, . . ., wd) with data samples 
v = (v1, . . ., vk, . . ., vd) during training epoch t, the first derivative of Equation 5.19 with 
respect to a component wk is
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As neighbourhood functions are known values, only the derivative of the Euclidean 
distance is needed:
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The second derivative is obvious:
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There is no influence from other components than wk and vjk, so equations can be written 
in vector form. Using Newton’s method
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A different way of writing Equation 5.23 is
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In Equation 5.24, the current value for w can be cancelled. Renaming w|t+1 as wi, the final 
expression for updating the prototypes is

 

w
h v w v

h v w
i

j

N

SOM NG j i j

j

N

SOM NG j i

=
⋅

=
−

=
−

∑
∑

1

1

( )

( )

,

,
 

(5.25)

This process can be applied using the SOM or NG neighbourhood functions to reach 
their respective batch training Equations 5.11 and 5.14. The flow chart of the algorithm is 
given in Figure 5.13.

This algorithm has a higher computational cost than the original SOM and NG algo-
rithms as it has to calculate the neighbourhood functions of both of them, but it seems 
logical as two different objectives are pursued.

5.5.3 Topology Preservation Constant γ and Its Effect

In the NG-based term of the hybrid neighbourhood, a new parameter was included. This 
parameter γ tunes the effect of the NG part. Low values of γ give great freedom to proto-
types and the effect of the lattice is smaller. Otherwise, high values of γ keep the lattice 
effect and the prototypes move as a group. Intermediate values are the most interesting 
option for this algorithm, as they have the freedom to adjust to data but in an ordered way. 
This makes the algorithm a very competitive one as it keeps good behaviour for quantisa-
tion and topographical preservation.

Update prototypes

Calculate neighbourhood
radius σ  in this epoch

Last training
epoch?

Initialise prototype vectors

No
EndYes

Calculate lattice distance rankings
for all pairs of neurons

Calculate distance ranking of
prototypes for all samples

FIGURE 5.13
Flow chart for batch SOM–NG.
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The quality of the obtained models is measured using statistic indicators. The most 
important one is the quantisation error; it represents the average distance from data sam-
ples to their closest prototype. Mathematically,
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Topographical error [16] is defined as the proportion of data samples whose two closest 
prototypes are not neighbours in the lattice. The expression is
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where u(v) is 0 if the two closest prototypes are neighbours and 1 otherwise. When using a 
rectangular lattice, the topographical error can vary depending on the definition of neigh-
bour. The von Neumann neighbourhood defines neighbours as those units with unitary 
distance; for rectangular lattices, there are four units that fulfil this condition. The Moore 
neighbourhood defines neighbours as the units within unitary Chebyshev distance; in 
usual Euclidean distance, it means those with a distance lesser or equal to 2 , so all the 
eight units around will be neighbours.

Figure 5.14 shows examples of these neighbourhoods, where neighbours are filled and 
not-neighbours are left.

Using these quality measures, the effect of parameter γ can be studied. The evolution can 
be seen only with the measure, but it is also very interesting to make comparisons with the 
original algorithms.

As algorithms can have small differences between different initialisations, it is advisable 
to make several runs with different initialisations for both the reference algorithm and the 
tested algorithm.

To compare with SOM, maps of the same size (10 × 7) were trained using the Iris data 
set. Using different values of parameter γ will help to understand its effect over the final 
results (Figure 5.15).

Parameter γ increases the neighbourhood radius in the quantisation. As it grows, the 
lattice is more important; thus, the quantisation error increases because prototypes do not 
move as freely as with low values. Experimental results prove that values of γ above 80 

von Neumann Moore Hexagonal

FIGURE 5.14
Examples of neighbourhoods for rectangular and hexagonal lattices.
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almost cancel the NG effect and have very similar results to pure SOM. The main advan-
tage of this algorithm is in the intermediate values that keep a competitive result in both 
quantisation and topographic preservation. In the Iris example, for values of γ between 5 
and 20, results are good in both errors.

5.5.4 Generating Continuous Maps

The SOM–NG provides a set of prototypes wi linked to map units Ni. This model simplifies 
the Voronoi regions to a single discrete position on the map. This effect may not be desir-
able if data are going to be projected in temporal series to study evolutions.

The goal of continuous maps is to allow data samples to have different positions in the 
output map even if they are close to each other. These maps are obtained approximating 
the function F(wi) = Ni with a regression technique. A good and very used one is the gen-
eral regression neural network (GRNN) [17], which approximates a surface without doing 
an iterative process.

For example, a 400 points punctured sphere will be modelled. For this purpose, a big 
map (10 × 10) will be used. Topology preservation is important, so the value of γ will be 
60, high enough to ensure good topographical preservation and some degree of freedom.

In Figure 5.16, the original data and the obtained model are represented. Every prototype 
in the model has a position in the 10 × 10 map. Using GRNN with the prototype positions 
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FIGURE 5.15
Quantisation and topographic error for the Iris data set using the SOM–NG algorithm with different values of 
γ for the same size map.
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Punctured sphere data and normalised model.
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as inputs and the map position as outputs, a continuous map was created. Projecting a 
1200 points sphere, the map was drawn. It represents the surface of the sphere with some 
discontinuities because the data set does not include a regular surface of the sphere and 
points in the lower part are more separated than the ones at the top.

The discrete map in Figure 5.17 is a usual component plane, representing the z compo-
nent for each prototype. Owing to the high value of γ and the strong topological restric-
tions, some interpolating units appear in the centre of the map. The continuous map is a 
slightly deformed one, but all the positions in the sphere surface have a place on it. Some 
of the points in the lower part are located between the lower right and top left units, so the 
interpolation puts them over other positions in the map to close the sphere.

Figure 5.18 is an example of projection of a continuous path. In the input space is a ring 
over the sphere surface and in the output map it is an irregular curve as the map does not 
preserve distances between units; it is proportional to the density of data.

If the data are labelled for different states, the evolution can be followed in the continu-
ous map and not just seeing the state in each moment, probably not detecting the evolution 
towards an error state until it is too late.

5.5.5 Supervised Version for Local Linear Modelling

After having a good model with well-located prototypes, a good strategy is to use them to 
create local models. Using local models is a great advantage if data have different working 
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Discrete and continuous maps.

1 2 3 4 5 6 7 8 9 10
1
2
3
4
5
6
7
8
9

10

–2 –1 0 1 2

–2
–1

0
1

2
–4
–3
–2
–1

0
1

FIGURE 5.18
A circumference plotted in data space and a continuous map.
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zones. The main drawback is the need to create many models even if they are simpler than 
a global one [18].

A local linear model uses the following equation:

 
ˆ( ) ( )* * *f v y a v wi i i= + ⋅ −  (5.28)

where ˆ( )f v  is the approximation of the target function f(v), yi* is the reference value learnt 
for ˆ( )*f wi , wi* is the closest prototype to data vector v and ai* is the gradient of the approxi-
mated function in the Voronoi region defined by wi*.

The gradient vector represents the slope of the function in that zone. For d-dimensional 
functions, the gradient vector is multiplied by the distance vector using the dot product.

The updating rules for yi and ai are obtained from a cooperative version of the squared 
estimation error:
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Again, Newton’s method will be used to obtain a batch algorithm. Differentiating 
Equation 5.29 with respect to y for a single prototype
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So, the derivative of the squared error is needed:
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Operating in Equation 5.31, the derivative is obtained:
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The second derivative is calculated easily:
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Using derivatives in Equations 5.32 and 5.33, the updating rule is obtained:
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In this expression, the gradient term of the estimation is symmetrical around the pro-
totype vector w, so the contribution to the sum of one of the halves will cancel the other 
half [2]. Thus, the term can be cancelled. As was done in the prototype updating rule (5.23), 
the current value of y can be eliminated on both sides of the equation, leading to the final 
expression

 

y
h v w f v

h v w
i

j

N

SOM NG j i j

j

N

SOM NG j i

=
⋅

=
−

=
−

∑
∑

1

1

( )

( )

, ( )

,
 

(5.35)

Paying some attention to expression (5.35) will reveal that the output value has the 
updating rule as prototypes. All the variables have similar features and the difference 
between the input and output variables is calculated by the user and not by the algorithm. 
As a result, the reference value will be calculated with the prototypes.

After calculating the reference value, the gradient vectors are needed. The procedure is 
the same as with the prototypes, but it is a bit more complex. Taking into account only one 
prototype, the first derivative of Equation 5.29 with respect to a gradient component ak will 
be calculated:
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The derivative of the squared error is
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After a long process, which is not going to be detailed here because of its length, only the 
terms where ak appears are retained and derived. The result is
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And the second derivative is
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(5.39)

Finally, Newton’s method is applied, writing the expression in vector terms:
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(5.40)

Expression (5.40) cannot be simplified, so the gradients are modified with increments 
instead of obtaining the new value.

Gradients are calculated after the prototype positions and reference values are known. If 
they are updated at the same time as prototype vectors, there is a risk of learning about data 
samples that will not be located in the surroundings of the final position of the prototype.

The algorithm is implemented following the flow chart in Figure 5.19.

Update prototypes wi and
reference value yi

Calculate neighbourhood
radius σ  in this epoch

Last training
epoch?

Initialise prototype vectors

No

Yes

Calculate lattice distance rankings
between all pairs of neurons

Calculate distance ranking of
prototypes for all samples

Calculate neighbourhood
radius σ  in this epoch

Calculate final distance rankings
of prototypes for all samples

Update gradient vectors ai
Last training

epoch?

Yes

End

No

FIGURE 5.19
Flow chart for supervised batch SOM–NG.
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5.5.6 Using the Supervised Algorithm for Estimation Tasks

The supervised algorithm was planned to be a function estimator for multidimensional 
inputs, but it can be used for other purposes, mainly knowledge extraction.

Estimation quality only cares about the difference between the estimation and the real 
value, the estimation error. A first example of estimation will be given using a simple trigo-
nometric function: f(x,y) = sin(x) · cos(y), defined in the range [−3, 3] × [−1.5, 1.5].

Obviously, more prototypes and local models will improve the accuracy of the gen-
eral model. Even when the curve root mean squared error (rmse) versus map size will 
tend asymptotically to zero, it will reach acceptable results with moderate map sizes 
(Figure 5.20). Estimations are good even for more complex target functions and the results 
are similar to the ones obtained using NG with local models. Having a good quantisation 
helps in making good estimations.

5.5.7 Using the Supervised Algorithm for Knowledge Extraction

The interesting part of keeping topological order is the capability of representing the gra-
dients and its components over component planes, as was done with prototype positions.

Representing the norm of the gradient in a component place will give a map of steadiness. 
The zones with a low gradient norm are steadier and variations of the input variables will pro-
duce small differences on the output value. Otherwise, in zones with a high gradient norm, the 
output value will have higher differences even with smaller modifications of the input values.

In Figure 5.21, a toy example is represented. It represents a hill with a plain top, where x 
and y are the input variables and z is the output variable. The plain zones have a gradient 
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FIGURE 5.20
Root mean squared error for different map sizes.
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FIGURE 5.21
Data and gradient norm map for a cut hill.
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norm equal to zero, as there are no changes while moving in that region. The slope has a 
greater norm, as moving to the top of the hill causes a high variation in z.

Knowing how steady a zone is can be interesting but knowing the influence of each 
variable is also important. Influential variables will have greater values, both positive and 
negative, in their zones of influence. By representing the components of the gradient vector 
in a map, local influences can be detected, which is very helpful in knowledge extraction 
applications.

Gradient components in Figure 5.22 show the influence of each variable in every Voronoi 
region. In the left half, the gradient component of x is positive because moving to greater 
x will cause z to grow; otherwise, in the right half, moving towards higher values of x will 
cause z to decrease, so the gradient component is negative. The same effect occurs with y, 
but in the perpendicular direction.

Also, a statistical analysis of gradients can help to know which variables are relevant and 
which are irrelevant. Irrelevant variables will usually have small values in their gradient com-
ponents. But the researcher should be careful about marking variables as irrelevant when 
they may have indirect influences, usually being highly related with reference values yi.
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FIGURE 5.22
Gradient component maps for x (left) and y (right).
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Gradient map for z.
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Using global linear methods, such as Pearson’s correlation, will not detect local zones 
of influence as was done with local models. In a symmetrical data set, like the one in the 
example, global methods can detect no influence at all when the truth is very different.

A different useful representation is the gradient map, as it is often used in many fields 
of knowledge. The gradient map is created representing vectors ai in their prototype posi-
tions wi in a bidimensional map. Owing to the small dimensionality of the representation, 
variables will often have to be chosen in pairs to be represented.

Gradient vectors in Figure 5.23 point towards the higher value of z. This information is 
useful for control applications as the optimum direction of growth is known. If the work-
ing conditions are (x, y) = (−2, 0) and an increment of z is desired, the map shows that the 
most interesting direction is increasing x and keeping y constant.

5.6 Application to Real-World Data

The previous sections had some toy examples to support explanations and to allow an 
understanding of the concepts, but they do not demonstrate the usefulness of the pro-
posed algorithms. The uses of the proposed algorithms will be demonstrated by showing 
their application in some real-world applications. All data sets are obtained from public 
sources and can be reproduced by any researcher.

5.6.1 Classification of Iris Data Set

Quantisation features have already been demonstrated in the previous sections. The effect 
of γ is already known for quantisation error and topographical preservation and now a 
different use will be presented using the Iris data set.

The unsupervised version of the hybrid algorithm can be used as a classification tool 
when classes are grouped in the input space. Labelling the prototypes and assuming that 
all the prototypes in their Voronoi region belong to the same class is a simple and fast way 
to make a classification. It is not as reliable as a supervised classification algorithm but it is 
a good complementary use.

Using the Iris data set,* presented in the previous sections, the classification accuracy 
will be studied. As with any other feature, the amount of prototypes is important for accu-
racy. The data set has 150 samples, so the map should have a small amount of prototypes.

Training with map sizes 5 × 4, 8 × 4 and 8 × 6, the following average accuracies were 
obtained after five runs of each one. The accuracy is measured as the percentage of sam-
ples classified in the right category.

In Figure 5.24, the difference between different map sizes is evident. The more proto-
types that are used, the more accurate the model will be. In smaller maps, the effect of γ is 
also more significant, as the biggest map has a close to plain result in 97% and the smallest 
one has a wider range of results.

As was stated, the algorithm is not a supervised classification algorithm, but if the results 
are compared with the algorithms created for that purpose, they are good enough. In Ref. 
[19], many algorithms were employed to classify the Iris data set and most of them had 
apparent accuracies of about 98%.

* UCI Machine Learning Repository, Iris data set (http://archive.ics.uci.edu/ml/datasets/Iris).
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5.6.2 Estimation of Oil Consumption for Cars

The supervised version of the algorithm is a good tool for estimation tasks. With the sup-
port of well-located prototypes, local models are more accurate than others created with 
less accurate quantisation methods. The accuracy of the algorithm is demonstrated with 
an example using a public data set from a UCI repository called ‘Auto MPG’.* Using these 
data, an estimation of the fuel consumption is done for different car models. The data set is 
a collection of 392 cars (after removing those with missing values) with different features. 
Car origin and manufacturing year are not taken into account as they are not numerical 
variables and their relationship with consumption is not direct. The following input vari-
ables are used: cylinders, displacement, horsepower, weight and acceleration.

The output variable is the fuel consumption measured in miles per gallon. It is impor-
tant to realise that low values mean high consumption and vice versa.

Data were normalised to zero mean and unity standard deviation to avoid interferences 
because of the magnitudes, and a 16 × 8 hexagonal map was trained with γ = 10. Using nor-
malised data samples, it was a quantisation error of 0.193 and a topographic error of 0.207.

The estimation has a root mean squared error of 1.26, a negligible mean error (~2 × 10−17) 
and a mean of absolute deviation of 0.623 (Figure 5.25).

* UCI Machine Learning Repository, Auto MPG data set (http://archive.ics.uci.edu/ml/datasets/Auto + MPG).
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FIGURE 5.25
Estimation versus real values and histogram of the estimation error.
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The model offers accurate estimations. Close to one half of the samples (47.2%) have an 
error less than 0.5% and about 84% have an error less than 5%. The accuracy of the algo-
rithm will be compared with a batch version of the local modelling NG with the same 
amount of prototypes and an MLP with the same number of hidden neurons in one hid-
den layer.

SOM–NG MLP NG

128 neurons 1.085 ± 0.150 4.399 ± 1.045 1.105 ± 0.137
96 neurons 1.579 ± 0.105 3.805 ± 0.501 1.503 ± 0.082
64 neurons 2.119 ± 0.061 3.637 ± 0.358 2.079 ± 0.082

These results were obtained by running each algorithm 20 times. The SOM–NG algo-
rithm was trained using maps sized 16 × 8, 12 × 8 and 8 × 8, all of them with γ = 10. For NG 
runs, the prototypes were located in the same initial positions than in those for SOM–NG. 
For MLP, the Levenberg–Marquard algorithm was used.

Local linear models have more accurate results and the algorithms are more robust, as 
their standard deviation is significantly lower than the ones obtained using MLPs.

5.6.3 Searching for Local Relevancies

Using local models makes it easier to detect zones of influence for a variable. Global mod-
els try to fit the output in a single function that should work for all circumstances. But 
in real-world applications, local influences are usual, when certain variables are influen-
tial only under certain circumstances. Using energy related data obtained from the word 
development indicators in The World Bank,* a study of the influence of different indicators 
over CO2 emissions will be done.

A fast selection of variables, most of them related to electricity generation and consump-
tion, is done and the following ones are selected: combustible renewables and waste (% of 
total energy), electric power consumption (kWh per capita), electricity production from 
coal sources (% of total), electricity production from hydroelectric sources (% of total), elec-
tricity production from natural gas sources (% of total), electricity production from nuclear 
sources (% of total), electricity production from oil sources (% of total), electricity pro-
duction from renewable sources, excluding hydroelectric (% of total), and gross domestic 
product (GDP) per capita (constant 2000 US$).

Other interesting variables were not selected because of their amount of missing val-
ues, but these are enough for our purpose. All the variables are relative because quantity-
related influences are not desirable. In the same conditions, a bigger territory will have 
higher consumptions or productions. As the data set includes data from different zones 
and years, units per capita and constant currency units are used.

Component planes in Figure 5.26 show that CO2 emissions are correlated with the elec-
tric power consumption and GDP; that influence should be taken into account as it modi-
fies the reference value y and is a great influence. Other component planes show zones 
of generation from different sources. Each source has a zone of primary influence that 
covers most of the electricity production. Using only the electricity generation variables, a 
U-matrix will be calculated to label the different zones (Figure 5.27).

* Downloaded from http://data.worldbank.org/data-catalog/world-development-indicators.
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Zones labelled as ‘oil’, ‘gas’, ‘hydroelectric’, ‘coal’ and ‘nuclear’ are the zones where one of 
the sources is predominant. The zone labelled as ‘mixed’ and the unlabelled ones are not 
clearly dominated by one of them. Gradient component planes are shown in Figure 5.28.

A fast visual inspection of Figure 5.28 may imply that the gradient component planes 
give very little or no information at all. This conclusion is incorrect because a more detailed 
observation can reveal that only one or two prototypes have close to the maximum or min-
imum value of the colour scale. So, they can be considered outliers or at least not relevant 
for local analysis.

In addition to their high influence over the reference values for each prototype, the elec-
tric power consumption and the GDP variables also have positive gradients with values 
greater than most of the other variables.

Figure 5.29 represents the values and gradients for nuclear sources. Most of the proto-
types have zero value because nuclear plants are not as common as other power plants. 
Gradients outside the ‘nuclear’ zone also have close to zero gradients, which fits the 
general idea. If there are no nuclear plants, they will not modify the CO2 emissions. The 
lower left corner also has gradient values close to zero. In those zones, there is a vast 
majority of nuclear power and small variations that are not as important as in zones with 
intermediate values. This effect is very similar to the top of the mountain in Figures 5.21 
and 5.22.

5.7 Conclusions

In this chapter, the hybrid SOM–NG is described. It combines two well-known algorithms 
to produce a competitive result that can be adjusted to obtain the best trade-off for each 
application.

Using the topology preservation constant γ tunes the behaviour of the algorithm, con-
trolling the freedom of the prototypes to move without the restriction of the adjacent 
prototypes in the grid. Using values of γ in the order of units will keep a low topographi-
cal restriction, so quantisation is better and closer to the optimum NG. Otherwise, high 
values of γ will be more restrictive and have results closer to SOM. But these extreme 
configurations are not the best application for the hybrid algorithm, as similar results 
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FIGURE 5.27
U-matrix and labelled zones for CO2 emissions data.
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can also be obtained using classic NG or SOM. The most interesting results are obtained 
using values of γ of a few tens, keeping good results in both quantisation and topological 
preservation.

The hybrid SOM–NG algorithm is good for quantisation, but it can also be used for 
many other applications, alone or combined with other techniques. The unsupervised 
version is good for clustering applications as the prototypes keep an ordered represen-
tation, which fits the data and can be used for clustering using agglomerative cluster-
ing techniques or distance measures like the U-matrix. Clustering prototypes instead 
of data samples quickens the process as there is no need to check every simple data 
sample.

The topology preservation of the prototypes over a low-dimensional grid allows compo-
nent plane representation. Component planes are a representation of the value of a single 
variable in colour scale using the grid used for topology preservation during the training 
phase. Component planes are a very useful data mining tool and they allow a trained user 
to search for non-linear and local correlations.

The topological preservation is also helpful to identify current status in online applica-
tions. After acquiring a data for all the expected situations, a status map can be created. 
Identifying the bmu in a labelled map keeps track of the evolution and helps to predict 
evolutions. Using an interpolating technique, like GRNN, continuous maps can be created 
to allow for more accurate tracking.

The supervised version is a good estimator for multidimensional functions. It calculates 
local models that are useful if the analysed data have different zones of influence or differ-
ent working states. These models are more accurate than trying to find a general solution 
that fits the complete data set.

Furthermore, the local linear models are a data mining tool that allows the exploration 
and visualisation correlations between variables and their gradients using the gradient 
component planes in combination with the component planes. Gradient maps can be cre-
ated as well, representing the gradients in the corresponding prototype position. These 
gradient maps will focus on the zones with more data samples, which are supposed to be 
the most interesting zones for analysis.

The main drawback of the algorithm is the computational cost. Using a batch algorithm 
requires working with lots of data at the same time, but the data can be divided into 
smaller chunks to avoid keeping lots of intermediate results in memory at the same time. 
However, the amount of operations is still greater than the original algorithms as both 
neighbourhood functions need to be calculated for each sample–prototype pair.
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FIGURE 5.29
Component and gradient components for nuclear electricity sources.
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6
A Semi-Supervised and Active Learning Method 
for Alternatives Ranking Functions

Faïza Dammak, Hager Kammoun and Abdelmajid Ben Hamadou

6.1  Introduction

Learning to rank is a relatively new research area that has emerged rapidly in the past 
decade. It plays a critical role in information retrieval (IR). Learning to rank is to learn a 
ranking function by assigning a weight to each document feature, then using this obtained 
ranking function to estimate relevance scores for each document, and finally ranking these 
documents based on the estimated relevance scores [1,2]. This process has recently gained 
much attention in learning due to its large applications in real problems such as IR. In 
learning to rank, the performance of a ranking model is strongly affected by the number 
of labelled examples in the training set; therefore, labelling large examples may require 
expensive human resources and be time consuming, especially for ranking problems. This 
presents a great need for semi-supervised learning approaches [3] in which a model is 
constructed with a small number of labelled instances and a large number of unlabelled 
instances. Semi-supervised learning is a well-known strategy to label unlabelled data 
using certain techniques and thus increase the amount of labelled training data [4].

Ranking is the central problem for many IR applications. It aims to induce an ordering or 
preference relation over a predefined set of labelled instances. For example, this is a case of 
document retrieval (DR), where the goal is to rank documents from a collection based on 
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their relevancy to a user’s query. This type of problem is known under the name of rank-
ing for alternatives [1]. The ranking of instances is another type of ranking that comes from 
IR such as routing information [5].

Since obtaining labelled examples for training data is very expensive and time consum-
ing, it is preferable to integrate unlabelled data in the training base.

Most semi-supervised ranking algorithms are graph-based transductive techniques [6]. 
These techniques cannot easily extend to new test points outside the labelled and unla-
belled training data. Induction has recently received increasing attention.

For an effective use of the semi-supervised learning on large collections of data, Ref. [5] 
presents a boosting-based algorithm for learning a bipartite ranking function (BRF) for 
instances. This is an extended version of the RankBoost algorithm [7] that optimises an 
exponential upper bound of a learning criterion that combines the misordering loss for 
both parts of the training set. We propose an adaptation of the supervised RankBoost algo-
rithm on partially labelled data of alternatives that can be applied to some applications 
such as web search. Our algorithm, based on a pairwise approach [8], takes query–docu-
ment pairs as instances in learning.

Our contribution is to develop two methods for alternatives ranking functions. The 
first method is a semi-supervised ranking algorithm for alternatives and the second is an 
active learning method for alternatives ranking functions. The proposed algorithms have 
an inductive character since they are able to infer an ordering on new examples that were 
not used for their training [4]. The unlabelled data will be initially labelled by a transduc-
tive method (TM) such as the K-nearest neighbours (KNN).

The rest of the chapter is organised as follows: Section 6.2 provides a brief literature 
review to the related work; we introduce the principle learning to rank and its interest 
into the IR. We also detail the problem of ranking of alternatives, the RankBoost algorithm 
and the principle of semi-supervised learning. In Section 6.3, we present our proposal for 
a semi-supervised method. We propose, in Section 6.4, an active learning method of rank-
ing functions of alternatives. The collections used and experimental results are detailed in 
Section 6.5. Finally, Section 6.6 concludes the chapter and gives directions for future work.

6.2  Learning to Rank

In learning to rank, a number of queries are provided, and each query is associated with 
a perfect ranking list of documents; a ranking function assigns a score to each document, 
and ranks the documents in descending order of the scores [7]. The ranking order repre-
sents the relative relevance of documents with respect to the query. In a problem related 
to learning to rank, an instance is a set of objects and a label is a sorting applied over the 
instance. Learning to rank aims to construct a ranking model from training data.

Many applications of learning to rank involve a large number of unlabelled examples 
and a few labelled examples, as expensive human effort is usually required in labelling 
examples [7].

The issue of effectively exploiting the information in the unlabelled instances to facili-
tate supervised learning, known as semi-supervised learning, has been extensively stud-
ied [2]. We are interested in applying the supervised RankBoost algorithm with this type 
of learning. Indeed, RankBoost has an inductive character; it is thus able to order a list of 
examples not seen during the phase of training by inferring an order on this list. In the 
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following sections, we present the principle of the ranking for alternatives, the RankBoost 
algorithm as well as the principle of a semi-supervised ranking algorithm.

6.2.1  Ranking of Alternatives

Learning to rank is a newly popular topic in machine learning. When it is applied to DR, it 
can be described as the following problem: assume that there is a collection of documents. 
In retrieval, giving a query, the ranking function assigns a score to each pair of query–doc-
ument and ranks the documents in descending order of these scores. The ranking order 
represents the relevance of documents according to the query. The relevance scores can be 
calculated by a ranking function constructed with machine learning. This type of ranking 
is known as the ranking of alternatives [1].

6.2.2 RankBoost Algorithm

RankBoost is a supervised learning algorithm of instances designed for ranking problems. 
It builds a document ranking function by combining a set of ranking features of a set of 
document pairs [3].

More precisely, RankBoost learns a ranking feature ft on each round, and maintains a 
distribution Dt over the ranked pairs. The final ranking function F is a linear combination 
of these ranking features:

 
F ft t

t

T

=
=

∑a
1  

(6.1)

Each ranking feature ft is uniquely defined by an input feature jt ∈ {1 . . . d} and a thresh-
old θt
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0
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(6.2)

where φjt(x) is the jth feature characteristic of x.
Assume that, for all example pairs, one knows which example should be ranked above 

the other one. The learning criterion to be minimised in RankBoost is the number of exam-
ple pairs whose relative ranking as computed by the final combination is incorrect.

6.2.3  Semi-Supervised Ranking

Semi-supervised ranking has a great interest in machine learning because it can readily use 
the available unlabelled data to improve supervised learning tasks when the labelled data 
are scarce or expensive. Semi-supervised ranking also shows potential as a quantitative tool 
to understand human category learning, where most of the input is self-evidently unlabelled.

The majority of the semi-supervised ranking algorithms are transductive techniques 
based on a valuated and non-oriented graph. The latter is formed by gradually connecting 
the nearest points until the graph becomes connected. The nodes consist of the examples 
labelled and unlabelled of the training base and the weights reflect the similarity between 
the neighbouring examples. This graph is built with a method, such as KNN, which allows 
the labels of the unlabelled examples to be found by exploiting the graph directly by 



154 Distributed Networks

© 2008 Taylor & Francis Group, LLC

propagating; for example, the labels of the data labelled with their unlabelled neighbours. 
It thus affects a score for each instance, 1 for the positive instances and 0 for the others. The 
scores are then propagated through the graph until the convergence. At the end, the scores 
obtained make it possible to induce an order on the whole of the unlabelled instances [4]. 
We chose this method in our context to label the unlabelled data in the training set.

In our proposal, these data will be used with the labelled data as inputs which have the 
advantage of both the inductive and the transductive approaches. We thus propose a semi-
supervised algorithm that is able to infer an ordering on new pairs of query–alternatives 
that were not used for its training. We detail this proposal in the following section.

6.3  Proposition for a Semi-Supervised Method

In training, a set of queries X = {x1, x2, . . ., xm} and a set of alternatives Y is given. Each query 
xi ∈ X is associated with a list of retrieved alternatives of variable size mi, y y yi i i

mi= ( , ..., ),1  
with yi

k ∈ IR. yi
k  represents the degree of relevance of the alternative k from xi. A feature 

vector φj(xi, k) is created from each query–document pair (xi, k) [5].
The ranking function ft allows a score to be associated for this vector. We thus propose 

a labelled learning base S x yi i i
m= ={( , )} 1 and an unlabelled learning base formed with all 

parts of queries unlabelled S xU i i m
m n= {( )}′ = +

+
1.

We propose a semi-supervised learning method of ranking functions of alternatives. 
The principal motivation that led us to the development of this proposal was to find an 
effective ranking function. It is necessary to have a base of learning that often requires 
the manual labelling of the alternatives on several examples. The goal is to find the best 
number of labels to reduce the number of labelled data. For an effective use of the semi-
supervised learning on large collections, we adapt a modification of the supervised rank-
ing RankBoost algorithm. We present the model suggested and describe its functionalities 
as well as the choices of implementation.

Once the ranking function is learnt, it can be used to order any set. It breaks down as 
follows in two steps: calculating scores for each jurisdiction and order sets based on the 
score. Noting n the number of instances, the first step requires O(n · d) and calculates the 
second step that is made with a sorting algorithm effective as quicksort [9], which has an 
average complexity of O(n · log(n)). Thus, the total complexity is

 Inference complexity = O(d · n + n · log(n))

In the following part, we detail the operation of the RankBoost algorithm applied to our 
context.

6.3.1  Adaptation of the RankBoost Algorithm to a Semi-Supervised Ranking 
of Alternatives

The adaptation of RankBoost is given in Algorithm 1: we dispose of a labelled training 
set S = {(x1, y1), . . ., (xm, ym)}, where each example xi is associated with a vector of relevance 
judgement y y yi i i

mi= ( , , )1 … , where yi
k  ∈IR. mi denotes the number of alternatives for xi.

′ = ′ ′ +S x y i m m ni i{( , ); { , , }}∈ + 1 …  is the second labelled subset obtained from the unla-
belled set SU by using the nearest-neighbours (NN) algorithm.
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At each iteration, the algorithm maintains a distribution λt (resp. ′lt ) on the examples of 
the learning base S (resp. S′), a distribution nt

i (resp. nt
i ′) on the alternatives associated with 

the example xi (resp. ′xi ) and a distribution Dt
i  (resp. Dt

i ′) over the pairs (query, alternative), 
represented by a distribution on couples (k, l) (resp. (k′, l′)) such as y Yi

k ∈ + (resp. y Yi
k ′ ∈ ′+) 

and y Yi
l ∈ −  (resp. y Yi

l ′ ′∈ − ) for each example xi (resp. ′xi ).
∀i ∈ {1, . . ., m}, ∀(k, l) ∈ {1, . . ., mi}2 such as y Yi

k ∈ + , y Yi
l ∈ − ,

 D k l k lt
i

t
i

t
i

t
i( , ) ( ) ( )= l n n  (6.3)

∀i ∈ {m + 1, . . ., m + n}, ∀ ′ ′ … ′( , ) { , , }k l mi∈ 1 2 such as y Yi
k ′ ∈ +′ , y Yi

l ′ ′∈ − :

 D k l k lt
i

t
i

t
i

t
i′ ′ ′ ′ ′ ′ ′ ′( , ) ( ) ( )= l n n  (6.4)

These distributions are updated due to the scoring function ft, selected from the semi-
supervised learning of the ranking features algorithm (Algorithm 2) that returns the 
resulting value of the threshold θres associated with each characteristic and the possible 
values that can be associated with ft, such as
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where xi is the query of index i and k is the index of the alternative associated with xi.
For each example, the weight αt is defined by [3]

 
a t

t

t

r
r

= 1
2

1
1

ln
+
−





  

(6.6)

where
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β is a discount factor. We fall back on the situation of supervised learning when this factor 
is zero.

Algorithm 1: RankBoost Algorithm Adapted to a Ranking of Alternatives: RankBoostSSA

Entry: A labelled learning set S = {(xi, yi); i ∈ {1, . . ., m}}
A labelled learning set ′ ′ ′ +S x y i m m ni i= { ∈ { + }}( , ); , ,1 …  obtained by the KNN method.

Initialisation:
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     For t: =1, . . ., T do

– Select the ranking feature ft from Dt and ′Dt

– Calculate αt using formula (6.6)

     –∀i∈{1, . . ., m}, ∀(k,l) ∈{1, . . ., mi}2 such as y Yi
k ∈ + , y Yi

l ∈ − , update D k lt
i
+1( , ):
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where Zt
i1 ′ , Zt

i− ′1  and ′Zt  are defined by
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End

Output: The final ranking function F ft
T

t t= =Σ 1a

In each iteration t, αt is selected to minimise the normalisation factors Zt and ′Zt .
Our goal in this algorithm is to find a function F, which minimises the average numbers 

of irrelevant alternatives that scored better than the relevant ones in S and S′ separately. 
We call this quantity the average ranking loss for alternatives, Rloss(F,S ∪ S′) defined as
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where pi (resp. ni) is the number of relevant alternatives (resp. not relevant); for example, xi in S 
and p′i (resp. n′i) are the number of relevant alternatives (resp. not relevant); for example, xi in S′.

[[P]] is defined to be 1 if predicate P is true and 0 otherwise.

6.3.2  Adaptation of the Algorithm of Selection of Ranking Features

The algorithm of selection of ranking features or functions (Algorithm 2) makes it possible 
to find, with a linear complexity in a number of alternatives, a function ft that minimises 
rt in a particular case where the functions ft are in {0,1} and created by thresholded charac-
teristics associated with the examples.

Let us suppose that each query xi (resp. ′xi ) has a set of characteristics provided by func-
tions φj, j = 1 . . . d. For each j, φj (xi, k) (resp. j j ix k( , )′ ′ ) is a real value. Thus, it is a ques-
tion of using a thresholding of the characteristic φj to create binary values. The set of the 
basic functions to combine east creates by defining a priori a set of thresholds { }qq q

Q
=1 with 

θ1 > . . . > θq. Generally, these thresholds depend on the characteristic considered.

Algorithm 2: Algorithm of Selection of Ranking Features

Entry:
∀i ∈{1, . . ., m}, (k, l) ∈ {1, . . ., mi} such as y Yi

k ∈ + and y Yi
l ∈ _ :
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A distribution D k l k lt
i

t
i

t
i

t
i( , ) ( ) ( )= l n n  on the training set S.

∀i ∈{m + 1, . . ., m + n}, ∀ ′ ′ ′( , ) { , , }k l mi∈ 1 … 2 such as y Y y Yi
k

i
l′ ′∈ ′ ∈ ′+ , _ :

A distribution D k l k lt
i

t t
i

t
i

+ + + +′ ′ ′ = ′ ′ ′ ′ ′1 1 1 1( , ) ( ) ( )l n n  on the training subset S′.

Set of characteristics { ( , )}j j i j
dx k =1

For each φj, a set of thresholds { }qq q
Q

=1 such as θ1 > . . . > θq

Initialisation:
∀i∈{1, . . ., m}, (k, l) ∈ {1, . . ., mi},
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For j: =1, . . ., d do

 − L ← 0
For q: =1,. . .,Q do
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If |L| > |r*| then

r*← L

j* ← j

θ* ← θq

k* ← k

end
end

end
Output: ( , *, *)*j qj k

At each iteration, the RankBoostSSA algorithm learns a score function inef-
ficient, updates the weights ν, ν ′, λ and λ′ and calculates the terms Dt and Dt′ to 
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estimate αt. An exhaustive search of the optimal basis function [10] can only be done 
in O(K · d(n + n′)) operations, where n is the number of alternatives labelled by the TM. 
This step is the most expensive at each iteration. We deduce the total complexity of the 
algorithm:

 Complexity [RankBoostSSA] = O(dK(n + n′)) + complex[TM]

We used the k-NN to the labelling. The algorithm must calculate the distance between 
each example unlabelled and each example labelled (O(d · n · m)) and must maintain for 
each example labelled the k-NN (O(k · log k)). The total complexity is dominated by a 
step-exhaustive search and the calculation of scalar products when k is small, that is

 Complexity [knn-RankBoostSSA] = O(d ∙ K ∙ K ∙ n + d ∙ n ∙ m)

Thus, complexity is linear with respect to all model parameters.

6.4  Adaptation of the RankBoost Algorithm to an Active Ranking 
of Alternatives

We propose in this section an active learning method of ranking functions of alternatives. 
The principal motivation, which led us to the development of this proposal, was to find 
an effective ranking function that often requires the manual labelling of the alternatives 
on several examples. The goal is to find the best entered to label to reduce the maximum 
number of labelled data. For an effective use of active learning on large collections, we 
adapt a modification of the supervised ranking RankBoost to the ranking of the alterna-
tives algorithm. We present this model suggested and describe its functionalities as well 
as the choices of implementation.

We thus propose an algorithm of active learning for the ranking of alternatives by inte-
grating the RankBoost algorithm, called RankBoost_Active.

The approach, which we have advocated in this section, is based on a selective sampling 
strategy for functions of ranking alternatives using unlabelled data.

We find in the literature two variants of active ranking. The first is to select an entry and 
label all the associated alternatives. It is suitable, for example, in automatic summarisation. 
The second variation seeks to select only one pair of entry–alternative. The user indicates 
whether the alternative is relevant or not with respect to this input. This approach is par-
ticularly well suited to applications such as IR, where an entry represents a query and the 
alternative documents must be ordered according to this entry. The labelling is to order a 
document from the query.

The first declension was handled by Truong [10] for a proposed active learning method 
for ranking alternatives. In our proposed model, we choose to use the second declension. 
We give a set of inputs X and a set of alternatives A. We assume that each instance x is 
associated with a subset of known alternatives Ax ⊂ A. We consider a training labelled set 
SL = {xi, yi} with xi, an input, and yi, a set of labels associated with Ax.

Furthermore, we consider another great set of inputs unlabelled SU. The objective is 
to select one or more pairs of entry–alternative and label the alternatives related to best 
improve the performance of the ranking system.
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We can summarise this approach by the following steps:

 1. Select a pair of entry–alternative.
 2. Ask the user to label the alternative on the function.
 3. Learn a new scoring function.

Our selection strategy is based on a set of models called query-by-committee [11,12]. At 
each iteration, the models are assumed to be consistent with the training set labelled SU. 
We consider that the pair entry-alternative is the most informative one for which all mod-
els disagree the most on the order induced on the set of alternatives Ax.

To consider the models of the committee, we will construct a random scoring function 
f sa based on these models.

By definition, this random score function is defined on the committee of models { , , },f fsa
K
sa

1 …  
obtained by cross-validation on K partitions with size 1/K. Each model fK

sa is learnt on the 
labelled base SL by removing the kth partition for this model. The function f sa is then obtained 
by randomly choosing a model in the set { , , }f fsa

K
sa

1 …  by following a uniform distribution.

Algorithm 3: Active Learning Algorithm for Alternatives

Entry: A labelled learning set S = {(xi, yi); i ∈ {1, . . ., m}}
– An unlabelled learning set ′ ′S x i m m ni= ∈ + +{( ); { , , }}1 …
– RankBoost algorithm adapted to ranking of alternatives (Algorithm 1)
– k: number of partitions of S
– Nb: number of labelled examples required
– Learn models of the committee and obtain fK

sa

– nbIter ← 0

While nbIter ≤ Nb do
– Learn a ranking function with RankBoost on S
– Select the most useful pair of entry–alternative from S′
– Ask the expert to label the alternatives based on this pair
– Remove from S′ and add in S with the labels on alternatives
– Withdraw and add them in S with the labels on the alternatives

End

6.5  Experiments

We conducted experiments to test the performances of the proposed algorithms using the 
benchmark LETOR (learning to rank). This benchmark dataset was released in the SIGIR 
2007 Workshop on Learning to Rank for Information Retrieval (LR4IR 2007). Since then, 
it has been widely used in many learning to rank papers [8,13]. LETOR was built based 
on two widely used data collections in IR: the OHSUMED collection used in the informa-
tion filtering task of TREC 2000 and the ‘.gov’ collection used in the topic of distillation 
tasks of TREC2003 and 2004. Accordingly, there are three sub-datasets in LETOR, namely 
OHSUMED, TD2003 and TD2004.
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We used the MQ2008-semi (Million Query track) dataset in LETOR4.0 [1] in our experi-
ments because it contains both labelled and unlabelled data. There are about 2000 queries 
in this dataset. On average, each query is associated with about 40 labelled documents and 
about 1000 unlabelled documents.

MQ2008-semi is conducted on the .GOV2 corpus using the TREC 2008, which is crawled 
from websites in the .gov domain. There are 25 million documents contained in the .GOV2 
corpus, including hypertext markup language (HTML) documents, plus the extracted text 
of PDF, Word and postscript files [1].

Each subset of the collection MQ2008-semi is partitioned into five parts, denoted as S1, 
S2, S3, S4 and S5 to conduct fivefold cross-validation. The results reported in this section 
are the average results over multiple folds. For each fold, three parts are used for training, 
one part for validation and the remaining part for testing. The training set is used to learn 
the ranking model. The validation set is used to tune the parameters of the ranking model, 
such as the number of iterations in RankBoost. The test set is used to report the ranking 
performance of the model.

To compare the performance of the two algorithms proposed (semi-supervised algo-
rithm and active algorithm), we evaluate our experimental results using a set of standard 
ranking measures such as mean average precision (MAP), precision at N and normalised 
discounted cumulative gain (NDCG).

 
P n

n
n

@ = #relevant docs in top results

 
(6.9)

 
MAP

rel

#total relevant docs for this query
=

( @ * ( ))P n n
n

N

=
∑

1

 

(6.10)

 

NDCG( )
log( )

( )

n Z
j

n

r j

j

n

= −
+

=
∑ 2 1

1
1  

(6.11)

The value of the discount factor that provided the best ranking performance for these 
training sizes is β = 1 [7]. Therefore, we use this value in our experiments.

Tables 6.1 and 6.2 show the results of Algorithm 1 on testing the set generated by an 
assessment tool associated with the benchmark LETOR [1]. RankBoost [7] and RankSVM 
[14–16] were selected as baselines in these experiments.

These results illustrate how the unlabelled data affect the performance of ranking in 
the proposed algorithm. We notice a slight improvement in using the criterion P@n (resp. 
NDCG) for n = 1, 2, 3, 7 and n = 10 (resp. for n = 1, 2, 3, 7 and n = 10). The results also show 

TABLE 6.1

Performance of RankBoostSSA on Testing Set: P@n and MAP Measures on the MQ2008-Semi 
Collection

Algorithms P@1 P@2 P@3 P@4 P@5 P@6 P@7 P@8 P@10 MAP

RankBoost 0.4579 0.4114 0.3916 0.3642 0.3403 0.3210 0.3021 0.2846 0.2487 0.4775
RankSVM 0.4273 0.4068 0.3903 0.3695 0.3474 0.3265 0.3021 0.2822 0.2491 0.4695
RankBoostSSA 0.4586 0.4132 0.3931 0.3644 0.3417 0.3231 0.3028 0.2831 0.2522 0.4794
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that our proposed algorithm has an average precision (MAP) better than that found by 
RankBoost and RankSVM. These results prove the interest of integrating unlabelled data 
in ranking functions with semi-supervised learning.

The advantage of this model over other models is that it can advantageously exploit 
unlabelled data. The experiments that we described above clearly showed the contribution 
of unlabelled data in learning. Technically, the algorithm manages to exploit unlabelled 
data and reduce labelling errors. Also, note that RankBoost algorithms and our proposed 
extension are implicitly selecting features. This property may represent an advantage of 
our method compared to the supervised method, which makes it robust and applicable to 
a dynamic environment [17].

Tables 6.3 and 6.4 show the results of P@n and MAP measures on the testing set of 
Algorithm 3: RankBoost_Active.

 RankBoost [7] is selected as a baseline in this experiment. For the proposed algorithm 
RankBoost_Active, the parameter T was determined automatically during each experi-
ment. Specifically, when there is no improvement in ranking accuracy in terms of the per-
formance measure, the iteration stops (and T is determined).

These results illustrate how unlabelled data affect the performance of ranking in the 
proposed algorithm. We notice a slight improvement in using the criterion P@n (resp. 
NDCG) for n = 3, n = 5 and n = 10 (resp. for n = 1, n = 2, n = 3 and n = 5). The results also 
show that our proposed algorithm has an average precision (MAP) better than that found 
by RankBoost. These results prove the interest of integrating unlabelled data in ranking 
functions with active learning.

TABLE 6.2

Performance of RankBoostSSA on Testing Set: P@n and MAP Measures on the MQ2008-Semi 
Collection

Algorithms
NDCG

@1
NDCG

@2
NDCG

@3
NDCG

@4
NDCG

@5
NDCG

@6
NDCG

@7
NDCG

@8
NDCG

@9
NDCG

@10

RankBoost 0.4632 0.4504 0.4554 0.4543 0.4494 0.4439 0.4412 0.4361 0.4326 0.4302
RankSVM 0.3626 0.3984 0.4285 0.4508 0.4695 0.4851 0.4905 0.4564 0.2239 0.2279
RankBoostSSA 0.4651 0.4517 0.4534 0.4463 0.4381 0.4643 0.4414 0.4638 0.4371 0.4346

TABLE 6.3

Performance of RankBoost_Active on Testing Set: P@n and MAP Measures on the MQ2008-Semi 
Collection

Algorithms P@1 P@2 P@3 P@5 P@7 P@10 MAP

RankBoost 0.4579 0.4114 0.3916 0.3403 0.3021 0.2487 0.4775
RankBoost_Active 0.4592 0.4127 0.3932 0.3411 0.3023 0.2526 0.4791

TABLE 6.4

Performance of RankBoost_Active on Testing Set: NDCG@n Measures on the MQ2008-Semi 
Collection

Algorithms NDCG@1 NDCG@2 NDCG@3 NDCG@5 NDCG@7 NDCG@10

RankBoost 0.3856 0.3993 0.4288 0.4666 0.4898 0.2255
RankBoost_Active 0.3861 0.3997 0.4373 0.4682 0.4842 0.2249
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6.6 Conclusion

In this chapter, we propose a semi-supervised learning algorithm called RankBoostSSA 
and an active learning algorithm called RankBoost_Active for learning ranking functions 
for alternatives. These algorithms are able to infer an ordering on new pairs of query–alter-
natives that were not used for its training. On the one hand, the RankBoostSSA algorithm 
can implicitly select characteristics. This property can be an advantage for this algorithm 
to the supervised method. Furthermore, unlike the vast majority of semi-supervised 
methods, RankBoostSSA is linear with respect to all parameters.

On the other, algorithm RankBoost_Active is able to advantageously exploit the unla-
belled data and select the most informative examples for ranking learning because it is 
based on a selective sampling strategy for functions of ranking alternatives. This selection 
strategy is based on a set of models called query-by-committee that allows it to be generic. 
We propose in the stage to follow to supplement the experimental part and to integrate 
other methods of learning.
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7
Tackling Intruders in Wireless Mesh Networks

Al-Sakib Khan Pathan, Shapla Khanam, Habibullah Yusuf Saleem 
and Wafaa Mustafa Abduallah

This chapter presents a different approach to tackling intruders in wireless mesh networks 
(WMNs). The traditional approach of intruder detection and prevention suggests purging 
out intruders immediately after their detection. In our work, we take a different approach 
and only purge an intruder when it is marked as a direct threat to the network’s operation. 
Our intrusion tackling model is termed the pay-and-stay (PaS) model and it allows a rogue 
node to stay in the network only at the expense of doing some traffic-forwarding tasks in 
the network. Failing to carry out the required tasks of packet forwarding disqualifies the 
node permanently, and eventually that rogue entity is purged out. Alongside presenting 
our approach, we briefly discuss other available literature, essential knowledge on wire-
less networks, intrusion detection and prevention, and status of intrusion-related works 
for WMNs.
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7.1 WMN Intrusion Tackling Schemes: Background

WMNs [1,2] have recently become a very popular front of research. However, as a type 
of wireless network, they have several weaknesses that are usually associated with any 
kind of wireless technology. Unlike their wired counterparts, owing to the use of wireless 
communications, secure authentication with access control and various security issues are 
very crucial in such networks to ensure proper service to the legitimate users while also 
preventing a variety of attacks. Most security threats are posed by illegitimate entities that 
enter or intrude into the network perimeter, commonly termed as intruders. Sometimes, 
a legitimate node could also be compromised in some way so that an attacker-intended 
task for a security breach could be performed. In this chapter we also term any such kind 
of rogue node or entity as an intruder. So, the main objective of this work is to identify any 
kind of intrusion in a WMN and tackle it in a meticulous manner so that a wide range of 
security attacks may be deterred and the benefiting network. As we go through the chap-
ter, we will explain the concepts and motivations behind our approach of dealing with 
this issue.

7.1.1 WMN Architecture and Related Background

The mesh architecture of a wireless network concentrates on the emerging market require-
ments for building networks that are highly scalable and cost effective. However, WMNs 
lack efficient security guarantees in various protocol layers [3,4]. There are a number of fac-
tors that come into consideration. First, all communications go through the shared wire-
less nodes in WMNs that make the physical security vulnerable. Second, the mesh nodes 
are often mobile, and move in different directions and often change the topology of the 
network. Finally, since all communications are transmitted via wireless nodes, any mali-
cious node can provide misleading topology updates that could spread out over the whole 
network topology [5,6]. All these points make it difficult to ensure a proper level of secu-
rity. However, it is desireable to achieve at least some kind of agreed-upon standard for a 
particular application scenario by identifying the rogue entities within the network. That 
is why we believe detecting the rogue node (intruder, thus an intrusion event) and tack-
ling the intruder skilfully can keep away different kinds of attacks and keep the network 
healthy for its proper operation.

7.1.2 A Different Perspective of Tackling Intrusion in WMNs

WMNs consist of mesh routers and mesh clients, where mesh routers form the backbone 
of the network that provides network access to both the mesh and conventional clients. 
Mesh clients can connect (see Figure 7.1) either to a backbone or among each other. Hence, 
the mesh client can access the network through the mesh router in a multi-hop manner. 
Therefore, any malicious node or intruder can attack the network in the forms of black 
hole attack, grey hole attack, Sybil attack and so on [1,5]. In all these attacks, the routing 
packets are deliberately misled towards wrong destinations or network entities. Once the 
malicious node (here, we will call it an intruder) has control over the packet after getting 
it in its trap, the packet could be modified, fabricated, dropped or forwarded (arbitrarily), 
all of which are considered major obstacles for secure and guaranteed routing in WMNs. 
Our idea is that in such an attack scenario, we will allow the node to operate but for its 
actions, it needs to pay at a high scale so that it is deterred from doing further mischief. 
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We call our approach the PaS model of intruder tackling as the intruder needs to pay for 
its stay once it sets itself within the network. We will illustrate how we achieve our goal in 
the later sections. It should be noted here that we focus on the modelling of intruder/intru-
sion detection and its efficient tackling; hence, other issues such as physical layer issues, 
transmission and channel or signal-related issues, core routing issues, cryptographic and 
key management issues and so on are out of the scope of this work.

7.1.3 Status of IDSs and IPSs for WMNs

Both fields of intrusion detection systems (IDSs) and intrusion prevention systems (IPSs) 
are insufficiently researched in the case of WMNs. As these types of networks have a mesh 
backbone that could have devices with a proper amounts of resources and considerably 
high energy supplies, the usual intrusion detection and prevention mechanisms could 
often be applied on the basic structure/backbone. However, the problem arises when we 
want to tackle intrusions in the end-user level (mesh clients or fringe portion). Figure 7.1 
shows the typical structure of a WMN, where we show the mesh clients in the network.

The mesh clients could consist of different types of devices ranging from laptops to  
mobile phones; even a wireless sensor networks (WSNs) could be at the mesh network end 
as mesh clients. Any effective intrusion tackling mechanism for WSN could be difficult to 

Backbone

Mesh
routers

Wireless
mesh

clients

FIGURE 7.1
Hybrid wireless mesh network.
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implement on the sensors because of their lack of proper resources; this matter is treated 
as a separate research issue, because it is out of the scope of this work. For other types 
of mesh clients, some kind of intrusion tackling mechanism can be employed. Our work 
mainly focuses on this area, where a different approach of tackling intrusion could end up 
being beneficial for the network by allowing an intruder to stay in the network rather than 
instantly purging it out once it is caught or marked. This matter will be discussed further 
in the chapter.

7.1.4 Current Status of Achievements and Our Motivation

Until today, the works on intrusion in WMN have been very scarce. Often, the proposed 
approaches do not offer good solutions to the problem but rather put some kind of scratchy 
overview. There are a few other works that should also be mentioned because they provide 
important information and ideas related to the field. Hence, in this section, we present the 
notable past works that especially focus on this topic and also some other works that are 
somewhat related to our approach.

RADAR is a reputation-based scheme for detecting anomalous nodes in the WMNs pre-
sented in Ref. [7]. The authors use the concept of reputation to characterise and quantify 
the mesh node’s behaviour and status in terms of some performance metrics. The RADAR 
architecture shows how the reputation of network nodes is maintained. Reputation man-
agement is defined as a feedback process that involves the monitoring and tracking of a 
mesh node’s performance and reviewing evaluation reports from the witnesses. A trust 
network construction algorithm is also presented and the performance is measured by 
taking into account some critical parameters such as false positive, decision accuracy, 
response latency and detection overhead. The idea of using reputation is not very different 
from those that are used in the available literature in other fields, but the way the authors 
formed their algorithm and architecture for WMNs has been proven to be effective for 
some scenarios.

Ref. [8] describes an architecture of asymmetric, distributed and cooperative IDSs for 
WMNs. In this work, the authors mention the notion of the selfish behaviour of the sus-
pected intruder. They use a double-mode mechanism in the detection model for judging 
the troubling behaviour: (a) the frequency of the node’s seizing channel behaviour during 
the active time of the node and (b) the continuous sampling results of the node’s back-
off value. Alongside presenting the idea in mathematical form, the authors analysed the 
whole scheme in terms of throughput ratios and detection delays.

The idea of Ref. [9] is to note down various types of basic information about intrusion 
detection in WMNs and to propose an IDS architecture. This work, however, is very ele-
mentary and the authors also note that they put forward an initial design of a modular 
architecture for intrusion detection, highlighting how it addresses their identified chal-
lenges. Ref. [10] presents an IDS software prototype over a wireless mesh network test-
bed. The authors implement the idea and the evaluations are presented in a limited range. 
However, this work is incomplete because there are many unanswered questions, such as 
what to do with a distributed or large-scale WMN, what to do to ensure real-time analysis 
and detection of anomalous nodes, and so on.

OpenLIDS is a lightweight IDS for WMNs presented in Ref. [11]. This work shows an 
analysis of a typical wireless mesh networking device performing common intrusion 
detection tasks. The authors examine the participating nodes’ ability to perform intru-
sion detection. The experimental study shows that commonly used deep packet inspec-
tion approaches are unreliable on typical hardware. So, the authors implement a set of 
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lightweight anomaly detection mechanisms as part of an IDS, called OpenLIDS. They also 
show that, even with the limited hardware resources of a mesh device, it can detect current 
malware behaviour in an efficient way.

Ref. [12] presents a very simple model of intrusion detection in WMNs. This work is 
questionable as the contribution is limited to a vague work-flow diagram with insuffi-
ciently done analysis. However, from the objective mentioned in the work, it is understood 
that the authors targeted designing only a framework without going into any details of 
the operations. Ref. [13] presents an idea of using a finite-state machine to model intru-
sion detection in WMNs. By simulation studies, the authors show that under a flooding-
combined attacks, the IDS shows a high false alarm rate due to the side effect of flooding 
on the attacker’s neighbours. Hence, the dummy node used in the approach needs more 
design features to record more information about the monitored node. This work is flawed 
and a convincing result is yet to be achieved.

In Ref. [14], the authors present a framework for intrusion detection in IEEE 802.11 WMNs. 
Some intrusion detection agent structures are shown. The concept is mainly shown in the 
form of some diagrams and where different components work in a cooperative manner. 
However, the idea appears to have been not thought out very well and somewhat naive. 
The work presents the primary components (or agents) that should be installed in mesh 
routers and mesh nodes. The detection of intrusion could be made and an action database 
could be used for making decisions about any detected intruder. No detailed analysis is 
presented in the work and it basically touches the surface of the problem.

As is evident from the above-mentioned works on IDSs in WMNs, very few countable 
papers have been published so far on this topic. Again, none of the above works talked 
about intrusion tackling or utilising the intruder for the network’s benefit before purging 
it out. Hence, we have come up with the idea of intrusion tackling with the PaS model. 
While the proposal section outlines the details of the model, there are more related works 
that inspired or influenced our way of thinking to build up the basic mathematical and 
theoretical intrusion tackling model.

In Ref. [3], the authors propose an algorithm to specifically defend against security 
attacks in WMNs where the algorithm makes use of a counter threshold to find the thresh-
old value. This threshold value is compared with the actual number of data packets deliv-
ered. If the actual number of data packet is less than the threshold value, then the route 
is declared to contain malicious node(s), which implies that packet loss is always due to 
the malicious node(s). Therefore, the path will be excluded from route selection. However, 
packet loss may occur due to other factors such as mobility and battery power. If we keep 
excluding the route by assuming that the poor performance routes contain malicious 
nodes, then we may end up with few or no routes for communications at the end. This 
method may work on specific settings but is not efficient to encounter security attacks in 
dynamic topologies of WMNs.

The authors in Ref. [15] advocate using a protocol for carrying authentication for net-
work access (PANA) to authenticate the wireless clients. The PANA model also provides 
the cryptographic materials necessary to create an encrypted tunnel with the associated 
remote access router. However, the authentication procedure presented in the paper is 
tedious and resource consuming. Although the framework talks about protecting the con-
fidentiality of exchanged information and the overall approach is analysed, it has not been 
tested in a detailed manner that could convince the readers about its efficiency in practical 
implementation cases.

The authors in Ref. [16] propose a framework of a non-cooperative zero-sum game 
between genuine and malicious mesh routers and use mathematical tools and models 
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for their approach. This game model solves the problem of grey hole attacks where the 
malicious node drops a subset of packets that it receives. The game has a source node as 
the target and a malicious node as the attacker; each competes with the other for limited 
resources and each node gains depending on its own strategy and that of the other. The 
attacker benefits from dropping packets and the target gains from forwarding the packets 
successfully. Our approach adopts a similar game-theoretic model as a part of the total 
solution. However, the difference is that we circumvent the flaws of this paper’s idea by 
using our own mathematical model and by choosing appropriate parameter values. As 
an example, Ref. [16] takes 50% of the packet arrival rate to send buffer based on which the 
gains of both nodes vary. Therefore, it may be impractical because, in reality, higher packet 
arrival rates are expected to minimise packet delays and a large number of nodes should 
be involved in communications in any WMN.

A novel algorithm named channel-aware detection (CAD) has been adopted in the work 
presented in Ref. [17]. The authors use two different strategies to detect the grey hole 
attacks. Their approach detects a potential victim mesh node (i.e. which can be attacked) by 
hop-by-hop loss observation and traffic overhearing. A comparative performance analysis 
has been shown to detect and isolate the selective forwarding attackers [25] in multi-hop 
network scenarios. The probability of misdetection or false alarm is analysed and a design 
is proposed to limit these to a certain threshold. However, the approach is complicated, 
focuses on a narrow set of attacks, and is applicable only in some restrictive scenarios. This 
work basically focuses on the communication and signalling aspects in the physical layer 
but is related to our work in the sense that some of the ideological concepts helped us in 
the formulation of our approach, which we will discuss later.

Attention has been devoted to investigating the use of cryptographic techniques to 
secure the information transmitted through the wireless network. Some other prelimi-
nary solutions have been addressed in ad hoc sensors WMNs to prevent different types of 
malicious attacks [18–20].

Now that we have presented some background knowledge, in the next section, we pres-
ent our proposed model.

7.2 Tackling an Intruder with a Tricky Trap

It should be noted before going any further that our security model is for intrusion tackling 
or intrusion handling, instead of direct intrusion detection or intrusion prevention in WMNs. 
The background knowledge noted so far could be useful while explaining our approach to 
handling the issue. We also clarify some terms in the later sections to explain our position 
in a better way and to differentiate among the terminologies.

The core concept of our approach is that all the intruders in a network are always harm-
ful for the network. In fact, sometimes, there are ways to obtain benefit out of it or utilise it 
for the network’s welfare or for its own benefit. Keeping this tricky fact in mind, we take a 
different approach to tackle an intrusion.

7.2.1 Considered Setting: Network Characteristics and Security Model

We assume a hybrid wireless mesh network where different types of devices could form 
the fringe part or could play the roles of mesh clients. A network model is shown in 
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Figure 7.1. From the figure, it can be seen that any node in the fringe parts could come 
and go, that is, they may be mobile, which allows a newcomer or even an intruder to try 
its luck in the network. As we have noted before that even if a node within the legitimate 
mesh clients acts as an attacker, in our case, we consider it as an intruder; that is, it has 
lost the legitimacy to stay in the network as a legal participant and is seen as a suspicious 
entity that has caused an intrusion (illegitimate incursion) within the network perim-
eter. We assume that standard security components (i.e., cryptographic keys for data 
confidentiality, security measures, etc.) and other basic intrusion detection mechanisms 
are present within the network. The basic intrusion detection agents could be installed 
in any node in the network. Hence, our mechanisms start working after an intrusion is 
detected or some node is suspected of being an intruder. To capture the whole idea in a 
single sentence, We are interested in dealing with the intruder if it is suspected to be such, after 
it has caused an intrusion rather than purging it out directly from the network. By ‘standard 
security components’ we mean the cryptographic parameters, keys and other security 
mechanisms that are used in a device that participates in a given network. (The reader 
is encouraged to go through the basic terms and preliminaries mentioned in Section 7.2 
for a recap.)

7.2.2 PaS Model: The Idea Behind It

Once a node in the network is suspected to be an intruder (by any of the standard com-
ponents installed in the legitimate devices), our model is employed to force the intruder 
to work for the network. If it works for the network, we see little problem in allowing 
the node to stay in the network. That is because the routing packets and exchanged data 
within the network would be protected by other cryptographic measures in place as noted 
in the previous section. Instead of taking a straight negative decision to defuse it, we give 
it enough tasks to perform for forwarding any possible network packet to the next hops or 
to the intended destinations.

If the node is an intruder unwilling to participate in the forwarding process of the pack-
ets, we decide finally that the node is not suitable for staying in the network and must be 
purged out. Otherwise, by putting pressure on it to forward a huge number of packets, we 
save the network’s other resources. Each forwarding takes energy for wireless transmis-
sion; hence, if an intruder happily does the network’s legitimate nodes’ job, we drain its 
energy or make it pay for its survival/stay in the network. If the node drops the packets 
randomly or selectively, we catch this with our enforced mechanisms and mark it as a 
selective forwarder or we charge it for causing selective forwarding. To employ this policy, 
the intrusion tackling agent is installed on each legitimate mesh entity (mesh router or 
mesh clients).

Figure 7.2 shows an operational diagram of a PaS intrusion tackling model. The intru-
sion database can be stored in any of the devices with a good amount of storage space or 
could be partially maintained by each node, that is, each node acts as the intruder tackler 
for its surrounding nodes. For primary intrusion detection, as noted earlier, any standard 
scheme could be utilised. Because of the structural dimensions of WMNs, such a strategy 
is possible, whereas for WSNs or other wireless ad hoc networks, such a strategy may not 
be used. As shown in the figure, our model gets activated after the IDS does its part; we 
deal with what to do after the intrusion, not before the intrusion. The core goal is to maxi-
mise or save the utilisation of network resources by putting the burden of packet transmis-
sions on a rogue entity. In case the rogue entity refuses to pay or render the  service, we 
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purge it out from the networks, and thus this is an effort of delicately handling an intruder 
in a wireless mesh network setting.

The texts below explain how we achieve this PaS strategy for intrusion tackling. There 
are mainly two phases in our approach. The first phase is a game theory-based PaS model and 
the second phase is marking the intruder and taking a decision (that is also a part of the intru-
sion tackling model). The following sections illustrate our approach in detail.

7.2.3 Initiating Competition by Using Game Theory

Game theory [21] can be defined as a statistical model to analyse the interaction between 
a group of players who act strategically. Figure 7.3 introduces a usual attack model 
where there are two players involved, namely, Player_1, which is the source node S, and 
Player_2, which is the malicious/attacker (in our case, intruder) intermediate node A. Let 
D be the destination node and N be the finite set of all players. We limit our game to a 
non- cooperative, incomplete information, and a zero-sum game model [22], where one 
player wins and the other player loses. Our target is that the intruder should spend more 
resources in doing wrong with any packet than that are used by the target node to forward 
packet to the destination. That means the intruder eventually has to pay heavily for its 
illegal staying within the network. It should be noted that we use the terms intruder and 
attacker interchangeably throughout the rest of the chapter.
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FIGURE 7.2
Operational diagram of our intrusion tackling model.
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7.2.3.1 Mathematical Model

Before presenting the mathematical model of our approach, in Table 7.1, we note the criti-
cal notations used in this chapter for ease of reading and to identify of various items at a 
glance.

Let Pi be the probability to defend the ith node in the network. We assume that vi is an 
intermediate node and vi−1 and vi+1 are the upstream and downstream nodes, respectively. 
The total probability of defending all N nodes is Σ i i

N P=1 . The energy spent for utility cost is 
E Psd i i

N= =Σ 1 .
The remaining energy is E Pr

N
i i= 1 1− =Σ , where Σ i i

N P=1 1≤ . Our objective is that the 
energy that needs to be spent by the intruder to cause trouble in packet flow or forward-
ing must be more than the energy spent by the victim (which is sending or receiving the 
packets).

The energy of the sender to send via the attacker could be noted by the equation 
E Psa i

N
i= aΣ =1 , where α is a constant. The success of the attack depends on the value of α. 

If α > 1, the attack succeeds. If α = 1, the energy spent by the attacker equals that of the 
target. When α = 0, the attacker cannot attack, and α < 1 means that the attacker cannot 
drop any packet.

Esd

S

A

DPtd

E ad

E
sa /Ptd

FIGURE 7.3
A diagram showing node S sending packet (directly and via node A) to the destination node D.

TABLE 7.1

Basic Notations and Their Meanings

Notation Meaning

Pi Probability to defend the ith node in the network
vi Intermediate node
vi−1 Upstream node

vi+1 Downstream node

µ Packet arrival rate
Esd Energy spent for utility cost
Er Remaining energy
α A constant
pa Probability of transmitting packets via Player_2
pd Probability of direct transmission of packets
qf Forwarding probability
qd Probability of dropping the packet
Pt Points received
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The state of the game is (m, n), where m is the sending buffer of Player_1 and n is the drop-
ping buffer of Player_2. If one packet is present in the sending buffer of m of Player_1, then 
m will take a value of 1 and n can take a value 0 or d, depending on whether any packet 
is dropped or not. We also denote μ as the probability that a new packet arrives at the 
sending buffer of Player_1. There are four possible states of the game: k1 = (0,0), k2 = (0,d), 
k3 = (1,0), k4 = (1,d). Therefore, the transition probabilities from one state to another state are 
calculated as follows:
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where µ is the arrival rate of packets in the sent buffer and x is the joint strategy.
For example, assume that the current state of the system is (1,0). Player_1 (i.e., S) has a 

packet in its sent buffer. It uses two strategies: transmit the packet directly or transmit via 
A. If S transmits the packet directly to D, then the states are (0,0) or (1,0) with probability 
pd. Otherwise, it transmits packets via Player_2 (i.e., A) with probability pa. A either drops 
the packet or forwards it to D. If it drops, then the states become (0,d) or (1,d). If A forwards 
the packet, then the next states will be (0,0) or (1,0). Note that A is the potential intruder in 
this case.

The strategy set for Player_1 is S1 = {s1, s2}, meaning that Player_1 forwards the packet 
either directly to destination D (s1) or via A (s2). Mixed strategies (denoted as x) that corre-
spond to S1 are πs (s1, s2) = (pd, pa), where pd + pa = 1. The strategy set of Player 2 is A2 = (a1, a2). 
Mixed strategies corresponding to the action of A2 are πa (a1, a2) = (qf, qd), where qf + qd = 1. 
Here, qd is the probability of dropping the packet. Hence, (πs, πa) = (pd, pa, qf, qd).

The destination D gives some points to source S for the transmitted packet. When the 
source node S sends the packet through the path S → D, node S receives some points of 
Ptd from D. When S transmits packets via A, it receives points of Ptd from D and it gives 
A some points, Ptsa. If S does not receive any point from D for the transmitted packet, it 
means that the packet did not reach D successfully. Each packet transmission from node vi 
to node vi+1 causes an energy-spending Evi vi+1. Therefore, depending on the energy spent 
and points received by the source and attacker, the nodes S and A will remain with the 
following net utility:
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If (−Ptsa − Esa) < (Ptd − Esd) < (Ptd − Ptsa − Esa), the utility of S will decrease if A drops the 
packet compared to the utility it receives when a packet reaches D:
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where β is the profit earned by node A. If (Ptsa − Ead) < (Ptsa + β), the utility earned from 
dropping the packet is higher than the utility received from S for transmitting the packet. 
However, the utility can be calculated from the following equations based on the probabil-
ity of dropping and forwarding the packets:
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and
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7.2.3.2 Marking the Intruder and Making a Decision

In this section, we describe a multi-hop acknowledgement (ACK)-based algorithm to 
detect malicious node(s) doing a selective forwarding attack. Owing to the structure of 
WMNs, it is possible to use this method. We know that a selective forwarding attack is 
one of the most dangerous attacks because the packets are dropped randomly, which 
may contain sensitive data. In this algorithm, multiple nodes need to be selected as ACK 
points in WMNs. This means that those mesh nodes are responsible for sending an ACK 
packet after receiving a packet from a source node or the nearest intermediate source 
nodes. We assume that the WMNs are operating under an ideal channel quality and 
the majority of the mesh routers are behaving normally. We consider that the packet 
loss appears only due to malicious activity from an intruder. Moreover, since there may 
be multiple existing routes from a source mesh node to a destination mesh node and a 
source node may receive multiple route replies of each of its route requests, we encour-
age the source node to keep a record of each route for future references. It should be 
noted here that dealing with physical layer or channel-level matters are out of the scope 
of this work as we focus on the theoretical framework and mathematical model of the 
operational concept.

In Figure 7.4, we show the structure of a wireless mesh network where S is the source 
node and D the destination node. We assume N to be the total number of mesh nodes in 
the forwarding path. M is the number of malicious nodes among N. Let X be the normal-
behaving nodes between each of the two malicious nodes and Y be the number of ACK 
points in the forwarding path. We consider Z as the percentage of randomly selected 
check points.
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When the source node S sends a route request, it receives several route replies. Let us 
consider that S chooses the route SABCEFG → D, where E is the malicious node. We are 
considering two selected ACK points (i.e., Y = 2), namely, B and F. B and F will acknowl-
edge back after they receive the packets from the source mesh nodes. Therefore, the fol-
lowing possibilities may occur if:

Scenario 1: One of the nodes is malicious in the forwarding path.
Scenario 2: One or more nodes are malicious in the forwarding path.
Scenario 3: Both the ACK points B and F are malicious.
Scenario 4: Either B or F is malicious.

This algorithm uses two approaches: hop-by-hop loss observation and traffic overhearing 
to detect the malicious node on the path of data flow. More specifically, we assume vi to be 
an intermediate node and vi−1 and vi+1 to be the upstream and downstream nodes, respec-
tively. vi+1 receives a packet from vi−1; then it updates itself with the packet count history 
and with the corresponding packet sequence number, it buffers the link layer ACK that it 
receives for each packet, and then forwards it to vi−1 (i.e., downstream node). We denote ws 
as the total number of packets that are successfully sent–received by the source S to destina-
tion D. nv vi i→ +1 is the number of packets received successfully by vi+1 (i.e., this is the number 
of successfully received packets from any intermediate node to its downstream node).

Two operations are performed when the mesh router forwards a packet to the downstream 
node as explained in this paragraph. When each packet is relayed to the downstream traf-
fic, the mesh router or upstream node buffers ACK and overhears the downstream traffic to 
check whether it (downstream node) forwarded or tampered with the packet. The upstream 
node observes these two operations and then makes a simple analysis of the scenario.
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FIGURE 7.4
Multi-hop acknowledgement.
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The downstream node maintains two parameters. They are (a) probability of ACK that 
we denote as PAck and (b) probability of no acknowledgement (NACK), PNAck. The probabil-
ity of ACK (PAck) is computed as PAck = 1 − PNAck and the probability of NACK is computed 
as PNAck = (nt + nd)/nf, where nt is the number of tampered packets, nd is the number of 
dropped packets, and nf is the number of total forwarded packets.

We introduce two packets, PROBE packet and PROBE_ACK, to detect the malicious rout-
ers. The PROBE packet is used by source node S with every ws data packet to the destina-
tion node D. When the source node S sends the PROBE packet through the path, each node 
in the path marks the PROBE packet with the detection parameters and this is termed 
packet marking. A PROBE packet sent to the destination by the source node is also marked 
by it (i.e., S) with the number of packets that will be transmitted to a particular destination 
node. When the PROBE packet is passed along the path, each node vi attaches a mark of its 
opinion to the downstream node (vi+1). The opinion is calculated by observing the down-
stream node’s behaviour by the transmitter node. The opinion of the downstream node is 
calculated as follows:

•	 If (PNAck > tm), it means malicious behaviour
•	 If (PNAck < tm), it means normal behaviour

where tm is the monitoring threshold which carries values between 0 and 1. As the PROBE 
packet is passed through the path, the node also appends the behaviour parameter to the 
PROBE packet. The behaviour parameter represents the observation of node vi+1 about the 
behaviour of the upstream node vi. The behaviour of the node is calculated by determining 
the loss rate of the packets over the link vi to vi+1. It is calculated by the following formulae:

•	 If ( )L tv v li i→ +1 > , malicious behaviour is detected
•	 If ( )L tv v li i→ + <1 , normal behaviour is detected

where ( ( ))L n nv v v v v vi i i i i i→ → →+ + −1 1 11= − /  is the loss rate of the link that is observed by the 
node vi+1. tl is the loss rate threshold that can take any value between 0 and 1. The algo-
rithm will detect the malicious behaviour with higher probability with the lower values 
of tl and tm.

7.3 Analysis of Our Approach

7.3.1 Experimental Results

For the game-theoretic model analysis, we substitute the values for the required energy to 
transmit packets from S to D either directly or via A and the points earned by source S and 
A are as follows: Esd = 0.6, Esa = Ead = 0.05, Ptd = 1 and Ptsa = 0.3. We assume that the packet 
arrival rate µ to send the buffer is quite fast; µ = 0.8 and β = 0.2.

Using Equations 7.5 and 7.6, we obtained the utility of Player 1 and Player 2. We repre-
sented Figures 7.5 through 7.9 of utilities S and A as a function of drop probability using 
MATLAB® [23]. The packet dropping probability is chosen between 0 and 1. It is observable 
from Figures 7.5 through 7.9 that the utility of S is decreasing and the utility of A is increas-
ing with the increase of dropping probability.
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Player 2 reaches the maximum utility when source S transfers all the packets via A with 
the highest dropping probability. It can be seen from Figure 7.9 where pa = 1 and qd = 1 that 
the maximum utility of Ua = 0.4. On the other hand, for qd = 1, Player 1 has its maximum 
utility Us = 0.256 when the probability of sending packets directly to D increases. The max-
imum utility of S is shown in Figure 7.5 where pd = 0.8 and qd = 0.1. Figures 7.10 through 7.14 
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FIGURE 7.5
Increasing the utilities of A and decreasing the utilities of S with respect to different drop probabilities of qd 
when pd = 0.8 and pa = 0.2.
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represent the utility of S and A as a function of forward probability to A, pa. The forward 
probability is chosen between 0 and 1.

The forward probabilities are qf = 1 and qf = 0.75 and the drop probabilities are qd = 0 and 
qd = 0.25 in Figures 7.10 and 7.11. It is clear that in Figure 7.10 the utilities of S and A are 
increasing. The maximum utility of S is 0.5 and the maximum utility of A is 0.2. In Figures 
7.11 through 7.14, the utility of S is decreasing overall (with a slight bent increase and going 
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Increasing the utilities of A and decreasing the utilities of S with respect to different drop probabilities of qd 
when pd = 0.4 and pa = 0.6.
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down in Figure 7.11) and the utility of A is increasing and the maximum utility of A is 0.4; 
the forward probabilities are qf = 0.75, qf = 0.5, qf = 0.25 and qf = 0 and the drop probabilities 
are qd = 0.25, qd = 0.5, qd = 0.75 and qd = 1.

7.3.2 Marking the Intruder Considering Various Cases

In the malicious behaviour detection phase, the following possible cases may occur when 
the upstream and downstream nodes are combined to detect malicious activities:

0.5

0.4

0.3

0.2

0.1

0.1 0.2

Us(x)
Ua(x)

Forward probability (pa)

U
til

ity

0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
0

FIGURE 7.10
Increase of utilities S and A as a function of pb with respect to qf = 1 and qd = 0.
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Case 1: If P tv v mi iNAck → − >1  and L tv v li i→ + >1 . The node vi either drops or tampers with the 
packets. The probability of NACK is greater than the monitoring threshold tm. The node 
vi−1, the upstream node, will observe node vi on whether it drops the packets or tampers 
with it. Node vi−1 will increase nd, which is the number of dropped packets, and also nt, 
which is the number of tampered packets. The downstream node, vi+1 will observe if loss 
rate is greater than the threshold tl, the loss rate threshold. The upstream and downstream 
will observe if node vi is misbehaving.
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FIGURE 7.12
Increase of utility A and decrease of utility S as a function of pb with respect to qf = 0.5 and qd = 0.5.
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Increase of utilities S and A as a function of pb with respect to qf = 0.75 and qd = 0.25.
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Case 2: If P tv v mi iNAck → − <1  and L tv v li i→ + >1 . In this case, the monitoring threshold is greater 
than the probability of NACK from node vi−1 to vi. The node vi is behaving normally. If the 
observed loss rate of the link from vi to vi+1 is greater than the loss rate threshold, node vi 
is misbehaving. According to the upstream node, node vi is normal but on the other hand, 
the downstream node can detect if node vi is misbehaving. To overcome this problem, we 
need to verify link layer ACKs that are received by the upstream node vi−1 for each packet 
that is forwarded successfully by the node, vi.
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FIGURE 7.14
Increase of utility A and decrease of utility S as a function of pb with respect to qf = 0 and qd = 1.
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Case 3: If P tv v mi iNAck → − >1  and L tv v li i→ + <1 . In this case, the upstream node vi−1 has a 
greater probability of NACK and is greater than the monitoring threshold tm. In this case, 
there is a misbehaving activity at the node vi. On the other hand, the observed loss rate link 
from vi to vi+1 is lower than tl, which is the loss rate threshold. According to the upstream 
node vi−1, the node vi is misbehaving and the downstream node will consider node vi as 
normal. To overcome this issue, the upstream node can detect the misbehaving node vi by 
observing false information in the PROBE packet.

Case 4: If P tv v mi iNAck → − <1  and L tv v li i→ + <1 . The downstream and the upstream nodes do 
not detect any misbehaving node.

7.4 Applicability and Future Network Vision

Our intrusion tackling model is designed to protect the network from a wide range of 
security attacks that target the routing mechanisms of the network. The basic IDS mecha-
nisms employed on the devices could notify a suspected intruder and when our model gets 
activated to handle the case, we ensure the proficiency in dealing with it to use the appar-
ent negative entity for a positive purpose. Only when it is proven to be a serious threat to 
the network, we retract its permission to participate in the network. The preliminary IDS 
mechanism acts as the primary defence against intrusion activity and our mechanism acts 
as the final line of defence against malicious intrusion. The behavioural analysis, to mark 
the intruder, sets the solid defence strategy to make our model effective in practical sce-
narios. Owing to the features of WMN with the required amount of resources, this model 
works fine and proves to be effective, whereas for other wireless networks such as WSN, 
mobile ad hoc network (MANET) and vehicular ad hoc network (VANET), this model is 
not directly applicable.

From the higher-level view, however, all the above-mentioned wireless technologies 
fall under the category of wireless self-organising networks or ad hoc networks. Hence, 
putting all of them under an umbrella term, we could fit them in various future net-
working technologies such as pervasive or ubiquitous computing, Internet of things 
(IoT), future Internet, cloud computing and so on [24]. It is expected that WMN as a 
wireless network technology will blend well within these emerging technologies and 
concepts. If it is so, then the basic principle of the PaS model could be applied in vari-
ous scenarios. Even if the exact model may not be applied, it is possible to think of 
giving the intruder some waiver to stay in any of the future networks so that when it 
does more good than evil, the network in an intelligent manner utilises its capacities 
rather than alienates it without giving it a chance. In fact, a concept such as pervasive 
computing would allow thousands of computation-enabled devices to work together 
in a blended environment where it would be extremely difficult to mark any entity as 
a clear intruder or an unwanted node. This is because all those good and bad entities 
together would form a pervasive or ubiquitous environment with a complete mixture of 
human life and various device technologies. Likewise, other future or next-generation 
computing and network technologies will have various applicable scenarios consider-
ing the PaS model’s core idea.
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7.5 Wireless IDPS: Features and Differences to Know

Intrusion detection and prevention system (IDPS) is basically the combination of detection 
and prevention mechanisms [26]. Before ending this chapter, we feel that it is necessary for 
the readers to have some idea about various IDPS technologies commonly used for wire-
less networking. As our mechanism does not fall under any clear category, we referred 
to our approach as intruder tackling because we let the intruder stay in the network even 
after finding it out, which is conflicting to any IDS, IPS or IDPS’s main objective. The idea 
behind putting this section here is to clarify these terminologies further so that the readers 
will be able to make proper distinctions among these mechanisms.

A wireless IDPS monitors wireless network traffic and analyses wireless networking 
protocols to identify malicious behaviour. However, it cannot identify suspicious activ-
ity in the application or higher-layer network protocols (e.g., TCP, UDP) that the wireless 
network traffic is transferring. It is most commonly deployed within the range of an organ-
isation’s wireless network to monitor it, but it can also be deployed to locations where 
unauthorised wireless networking could be occurring.

Owing to the transmission methods, wireless network attacks differ from those on 
wired networks. However, the basic components involved in a wireless IDPS are the same 
as the network-based IDPS: consoles, database servers, management servers and sensors. 
A wireless IDPS monitors the network by sampling the traffic. There are two frequency 
bands to monitor (2.4 and 5 GHz), and each band includes many channels. A sensor (here, 
we mean any kind of sensing mechanism) is used to monitor one channel at a time and it 
can switch to other channels as needed.

We should mention that most of the wireless LANs (WLANs) use the Institute of 
Electrical and Electronics Engineers (IEEE) 802.11 family of WLAN standards [24]. IEEE 
802.11 WLANs have two main architectural components:

•	 A station, which is a wireless end-point device (e.g., laptop computer, personal 
digital assistant).

•	 An access point, which logically connects stations with an organisation’s wired 
network infrastructure or other network.

Some WLANs also use wireless switches, which act as intermediaries between access 
points and the wired network. A network based on stations and access points is config-
ured in infrastructure mode; a network that does not use an access point, in which stations 
connect directly to each other, is configured in an ad hoc mode. Nearly all organisational 
WLANs use the infrastructure mode. Each access point in a WLAN has a name assigned to 
it called a service set identifier (SSID). The SSID allows stations to distinguish one WLAN 
from another.

Wireless sensors have several available forms. A dedicated sensor is usually passive, 
performing wireless IDPS functions but not passing traffic from the source to the desti-
nation. Dedicated sensors may be designed for fixed or mobile deployment, with mobile 
sensors used primarily for auditing and incident handling purposes (e.g., to locate rogue 
wireless devices). Sensor software is also available bundled with access points and wire-
less switches. Some vendors also have host-based wireless IDPS sensor software that can 
be installed on stations, such as laptops. The sensor software detects station misconfigura-
tions and attacks within the range of the stations. The sensor software may also be able 
to enforce security policies on the stations, such as limiting access to wireless interfaces.
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If an organisation uses WLANs, it most often deploys wireless sensors to monitor the 
radio-frequency range of the organisation’s WLANs, which often include mobile compo-
nents such as laptops and personal digital assistants. Many organisations also use sensors 
to monitor areas of their facilities where there should be no WLAN activity, as well as 
channels and bands that the organisation’s WLANs should not use, as a way of detecting 
rogue devices.

7.5.1 Wireless IDPS Security Capabilities

The main advantages of wireless IDPSs include detection of attacks, misconfigurations and 
policy violations at the WLAN protocol level, primarily examining IEEE 802.11 protocol com-
munication. The major limitation of a wireless IDPS is that it does not examine communica-
tions at higher levels (e.g., IP addresses, application payloads). Some products perform only 
simple signature-based detection, whereas others use a combination of  signature-based, 
anomaly-based and stateful protocol analysis detection techniques. Most of the types of 
events commonly detected by wireless IDPS sensors include unauthorised WLANs and 
WLAN devices and poorly secured WLAN devices (e.g., misconfigured WLAN settings). 
Additionally, the wireless IDPSs can detect unusual WLAN usage patterns, which could 
indicate a device compromise or unauthorised use of the WLAN, and the use of wireless 
network scanners. Other types of attacks such as denial of service (DoS) conditions, includ-
ing logical attacks (e.g., overloading access points with large numbers of messages) and 
physical attacks (e.g., emitting electromagnetic energy on the WLAN’s frequencies to make 
the WLAN unusable), can also be detected by wireless IDPSs. Some wireless IDPSs can also 
detect a WLAN device that attempts to spoof the identity of another device.

Another significant advantage is that most wireless IDPS sensors can identify the physi-
cal location of a wireless device by using triangulation—estimating the device’s approxi-
mate distance from multiple sensors from the strength of the device’s signal received by 
each sensor, then calculating the physical location at which the device would be, the esti-
mated distance from each sensor. Handheld IDPS sensors can also be used to pinpoint a 
device’s location, particularly if fixed sensors do not offer triangulation capabilities or if 
the device is moving.

Wireless IDPS overcomes the other types of IDPS by providing more accurate preven-
tion; this is largely due to its narrow focus. Anomaly-based detection methods often gen-
erate high false positives, especially if the threshold values are not properly maintained. 
Although many alerts based on benign activities might occur, such as another organisa-
tion’s WLAN being within the range of the organisation’s WLANs, these alerts are not 
truly false positives because they are accurately detecting an unknown WLAN.

Some tuning and customisation are required for the wireless IDPS technologies to 
improve their detection accuracy. The main effort required in the wireless IDPS is in speci-
fying which WLANs, access points and stations are authorised, and in entering the policy 
characteristics into the wireless IDPS software. As wireless IDPSs examine only wireless 
network protocols and not the higher-level protocols (e.g., applications), generally there is 
not a large number of alert types, and consequently not many customisations or tunings 
are available.

Wireless IDPS sensors provide two types of intrusion prevention capabilities:

•	 Some sensors can terminate connections through the air, typically by sending 
messages to the end points telling them to dissociate the current session and then 
refusing to permit a new connection to be established.
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•	 Another prevention method is for a sensor to instruct a switch on the wired net-
work to block network activity involving a particular device on the basis of the 
device’s media access control (MAC) address or switch port. However, this tech-
nique is only effective for blocking the device’s communications on the wired net-
work, not on the wireless network.

An important consideration when choosing prevention capabilities is the effect that pre-
vention actions can have on sensor monitoring. For example, if a sensor is transmitting sig-
nals to terminate connections, it may not be able to perform channel scanning to monitor 
other communications until it has completed the prevention action. To mitigate this, some 
sensors have two radios—one for monitoring and detection, and another for performing 
prevention actions.

7.5.2 Wireless IDPS Limitations

The wireless IDPSs offer great detection capabilities against authorised activities, but there 
are some significant limitations. The use of evasion techniques is considered as one of the 
limitations of some wireless IDPS sensors, particularly against sensor channel scanning 
schemes. One example is performing attacks in very short bursts on channels that are not 
currently being monitored. An attacker could also launch attacks on two channels at the 
same time. If the sensor detects the first attack, it cannot detect the second attack unless it 
scans away from the channel of the first attack.

Wireless IDPS sensors (physical devices) are also vulnerable to attack. The same DoS 
attacks (both logical and physical) that attempt to disrupt WLANs can also disrupt sen-
sor functions. Additionally, sensors are often particularly vulnerable to physical attacks 
because they are usually located in hallways, conference rooms and other open areas. 
Some sensors have antitamper features, which are designed to look like fire alarms that can 
reduce the possibility of being physically attacked. All sensors are vulnerable to physical 
attacks such as jamming that disrupts radio-frequency transmissions; there is no defence 
against such attacks other than to establish a physical perimeter around the facility so that 
the attackers cannot get close enough to the WLAN to jam it.

We should mention that the wireless IDPSs cannot detect certain types of attacks against 
wireless networks. An attacker can passively monitor wireless traffic, which is not detectable 
by wireless IDPSs. If weak security methods are used, for example, wired equivalent privacy 
(WEP), the attacker can then carry out offline processing of the collected traffic to find the 
encryption key used to provide security for the wireless traffic. With this key, the attacker can 
decrypt the traffic that was already collected, as well as any other traffic collected from the 
same WLAN. As the wireless IDPSs cannot detect certain types of attacks against wireless 
networks, it cannot fully compensate for the use of insecure wireless networking protocols.

We hope that, from this discussion, it is clear that there are some basic differences 
between the IDPS technologies of general wireless networking and that of the wireless 
mesh network.

7.6 Potential Research Fields and Concluding Remarks

This chapter’s main focus was to present an intrusion tackling model for WMNs with the 
idea of utilising the resources of an intruder before taking a final decision of removing it 
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from the network. This approach proves to be useful for WMN and other schemes deal-
ing with intrusion detection or intrusion prevention could be employed side by side. 
In that case, better protection could be achieved to limit the number of false positives. 
Also, if applied as the only intrusion tackling module, other security schemes dealing 
with various types of attacks could work well alongside this mechanism. If the intrud-
ers’ resources are used for the network and strong cryptographic mechanisms protect 
the network packets, this model can prove to be one of the best solutions to deal with 
WMN intrusion. As future works, the idea could be extended to find out a more efficient 
solution to tackle a huge number of colluding intruders who might make packet drop 
seemingly a natural event. As none of the previous works dealt with intrusion in this 
way, this work opens a new frontier to the researchers to work on intrusion tackling 
rather than direct exclusion by detection or prevention. New models could be developed 
in this area and numerous ways could be thought of based on the findings presented in 
this work.
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8
Semi-Supervised Learning BitTorrent Traffic Detection

Raymond Siulai Wong, Teng-Sheng Moh and Melody Moh

8.1 Introduction

Internet technologies have been rapidly evolving and exponentially expanding for the past 
few decades. Back in the olden days, to access the Internet, one had to use the analogue 
phone-line modem. Today, we can easily go online by using broadband access as well as 
smart mobile devices through cellular or wireless hot spots.
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Another technology that has been well developed with the Internet is the peer-to-peer 
(P2P) systems. Unlike the traditional client–server architecture, P2P networks offer a new 
distributed model of connecting computers (or hosts). In a P2P network, every node acts as 
both a client and a server, providing part of the resources needed for the system. Each peer 
is simply a computer, or a host, connected to the Internet. All the hosts act autonomously 
to join or leave the network freely, and contribute as part of the network resources in terms 
of storage (such as files desired by other peers), computing and bandwidth.

Therefore, P2P technology offers an all-new model that allows hosts to efficiently access a 
large amount of data. Instead of accessing only through the server (data provider), peers now 
access the desired data with and through many peers while also contributing themselves to 
provide data and other resources such as processing and bandwidth. There is less competition 
and more collaboration; as a result, each peer obtains the data more quickly and at less cost.

P2P systems have also brought much challenge to the community. First, P2P traffic has 
grown at a tremendous rate and reduced the bandwidth available for other applications. 
The second challenge coming along with the P2P technology is that many people use P2P 
protocols to download copyrighted files (such as video, games, music, etc.). This is still 
illegal in many countries, including the United States, the United Kingdom and Japan.

Therefore, detecting and controlling P2P traffic has become an important task for many. 
For example, Internet service provider (ISP) and enterprise network administrators want 
to control P2P bandwidth so that they may provide enough bandwidth for other critical 
applications. P2P traffic detection, however, has become a challenge in recent years due to 
the development of many intelligent P2P applications. For example, port detection, one of 
the existing techniques, does not work any longer since many new P2P applications now 
use user-defined, non-standard ports, or even dynamic ports.

This chapter first offers a literature survey of major classes of P2P traffic detection meth-
ods. Next, a new detection method is proposed. Intelligent combination is based on deep 
packet inspection (DPI) and semi-supervised learning is based on deep flow inspection 
(DFI). By carefully observing the packet pattern in a BitTorrent (BT) flow, we intelligently 
arrange DPI to be ahead of DFI in the module. This arrangement has greatly speeded up 
the classification process. From the conducted experiments, the mechanism gives a prom-
ising accuracy rate of over 90% while improving the classification time by 15–20% over a 
double layer, an existing combined DFI/DPI method [1].

The chapter is organised in the following manner. The rest of Section 8.1 discusses the BT 
protocol and details the needs of detecting BT traffic. Section 8.2 presents the related stud-
ies, including the main class of the mechanisms to detect P2P traffic. Section 8.3 describes 
our new, improved approach, intelligent combination. Section 8.4 illustrates the simulation 
results of the proposed system along with three existing methods. Finally, Section 8.5 con-
cludes the chapter while presenting future directions. This chapter is an extension of two 
preliminary works [2,3], and is part of the ongoing effort of the authors’ research on net-
work protocols [4] and distributed systems [5].

8.1.1 BT Protocol

BT is a P2P file-sharing protocol for distributing a large amount of data (such as video files) 
over the Internet. It is one of the most popular P2P protocols. The first release of BT was 
back in April 2001; since then, there have been numerous BT clients developed for differ-
ent platforms. As of January 2012, BT has 150 million active users, according to BitTorrent, 
Inc. This implies that the total number of BT users can be estimated at more than a quarter 
billion per month [6]!
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The success of BT stemmed largely from its simplicity for users to share large files. 
Referring to Figure 8.1: To start sharing a file, the person that has the original copy of the 
file creates another file with an extension of ‘.torrent’ and hosts in a web server (step 1). 
A file is usually divided into segments called pieces. Inside this torrent file, it has the pieces 
information of the sharing files and the URL of the BT tracker (see step 2), where a BT 
tracker is a special kind of server that contains the peers’ information (i.e., in this case, it 
has the IP of the computer that has the original file). When another computer downloads 
the torrent file (usually hosted by a web server), the BT client will contact the tracker (step 
2) and add its own information into the tracker server. Finally, once the peers’ information 
is obtained from the tracker server (step 3), it starts downloading the pieces of the files and 
also starts sharing the pieces of the downloaded files (steps 4 and 5).

8.1.2 Detecting BT Traffic: Why?

P2P systems in general, and BT protocol in particular, are used mainly for sharing and 
downloading large files. According to Klemm et  al. [7], BT accounts for approximately 
45–78% of all P2P traffic and 27–55% of all Internet traffic as of February 2009. More recently, 
according to TorrentFreak.com (that posts online news regarding P2P traffic), a new web-
site, Internet Observatory, which offers real-time Internet traffic statistics and illustrates 
how much bandwidth is consumed by different applications, showed in September 2011 
that P2P traffic in Europe accounted for more than 25% of all bandwidth, and about 40% of 
all the packets sent, and all of them were BT [8]. As such, the bandwidth available for other 
applications has been largely reduced. Given such enormous traffic flows, many organi-
sations need to control their network flow by detecting and limiting the bandwidth of 
P2P activities. Furthermore, BT is widely used to transfer copyrighted materials such as 
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movies, video games, music, books and even software. This is unlawful in many countries, 
including the United States, Japan, Germany and France.

The need for detecting P2P traffic can be viewed from different aspects by various 
organisations. For an ISP, they may work with the copyright-owning companies to detect 
illegal downloads. For an enterprise network, the administrators may want to rate-limit 
the P2P traffic such that it has enough bandwidth for other critical applications. For a local 
broadband ISP, they may want to limit the cost charged by the upstream ISP. Finally, for 
regular home users, most of them still use an asynchronous Internet connection service 
(such as ADSL—asynchronous digital subscriber loop—and cable modem) provided by 
their ISP. The upstream rate and downstream rate are not equal; in fact, the upstream rate 
is usually lower than the downstream rate. If the upstream is congested, it will affect the 
overall Internet experience. This scenario also applies to smart device users connecting 
through cellular networks that also provide asynchronous connections.

8.2 Related Works

This section surveys the major techniques used to detect P2P traffic. In general, there are 
several major classes of techniques: (1) port-based, (2) DPI, (3) DFI and (4) some combina-
tion of DPI and DFI techniques. Furthermore, there are methods that are outside these four 
main classes. In this section, we describe the general principles and some major works of 
these techniques.

8.2.1 Port-Based Detection

The first method is based on transmission control protocol (TCP) and/or user datagram pro-
tocol (UDP) ports. The assumption of this method is that different applications use different 
TCP/UDP ports, and many P2P applications did use fixed ports to communicate among 
peer computers. One obvious advantage is that it is very easy to implement and almost no 
computation power is required. Moreover, using traffic identification based on ports not 
only directly identifies individual P2P applications (e.g., eMule) but also easily eliminates 
the well-known non-P2P application (such as file transport protocol [FTP], e-mail, etc.).

Unfortunately, to avoid being identified, many newer P2P applications no longer use 
fixed ports. Instead, they use dynamic techniques utilising user-defined ports, random 
ports, changing ports and camouflage ports. As a result, this port-based approach has 
become obsolete.

8.2.2 DPI-Based Detection

The second class is based on DPI. This detection method inspects some particular features 
of a packet payload to identify P2P traffic. The control messages in a P2P protocol, espe-
cially the handshaking messages, usually follow certain features. In other words, they 
contain some particular patterns in the application layer payload. One example would be 
the BT protocol. There is always a ‘BitTorrentprotocol’ string that appears in their hand-
shaking packets.

Liu et al. [9] proposed a DPI algorithm to detect BT traffic. Their algorithm is based on 
the handshaking message between the BT peers. According to the authors, the BT header 
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of the handshake messages has the following format:  < a character (1 byte) > < a string (19 
byte) >. That is, the first byte is a fixed character with value ‘19’, and the string value is 
‘BitTorrentprotocol’. On the basis of this common header, they use it as signatures for iden-
tifying BT traffic [9].

The advantage of this approach is simply the high accuracy and robustness. However, 
there are several disadvantages. Since the payload needs to be examined, no encryption 
data can be supported. Also, this method leads to the issue of privacy because of the need 
to inspect the content of the payload. In addition, high computation power may be required 
for payload checking in the midst of continuously changing P2P protocols. Finally, some-
times, it is difficult to obtain the characteristics of a protocol from its open-source software.

8.2.3 DFI-Based Detection

The next detection method, DFI, uses the entire flow to detect P2P traffic. As the name 
implies, the analysis or the classification of P2P traffic is flow based, focusing on the con-
nection-level patterns of P2P applications. Thus, it does not require any payload analysis 
(as DPI does); therefore, encrypted data packets can be supported. The downside of this 
approach is the need to extract the connection-level patterns for P2P traffic. Yet, there is no 
rule of thumb as to which network features should be used.

Le and But [10] used a DFI algorithm to classify P2P traffic. In particular, they focused on 
the packet length statistics of traffic as the features for their classifier for detecting BT traf-
fic. The four network features used were minimum payload, ratio of small packets, ratio 
of large packets and small payload standard deviation. Three types of traffic traces were 
used to train and test their classifier. These include known BT traffic, known FTP traffic 
and other traffic.

Erman et al. [11] proposed a semi-supervised learning algorithm to classify traffic. Their 
algorithm involves a two-step approach to train their classifier. The first step is clustering. 
In this step, the flows having the applications labelled are partitioned with an unsuper-
vised clustering algorithm. The K-means algorithm is used in this step. However, note that 
this algorithm does not restrict itself to using only the K-means algorithm. The second 
step is to map clusters to applications and to determine the cluster’s label based on the 
flows label. This mapping is based on the estimation of the probabilities that the labelled 
flow samples within each of the clusters. It can be estimated by the maximum likelihood 
estimate, njk/nk, where njk is the number of flows that were assigned to cluster k with label j, 
and nk is the total number of (labelled) flows that were assigned to cluster k. As the authors 
pointed out, the key benefit of the unsupervised learning approach is its ability to identify 
the hidden patterns [11]. For instance, one can identify new applications by examining 
flows that form a new clustering.

Chen et al. [12,13] tried to use machine-learning techniques to identify P2P traffic. In one 
study, they proposed to use a back propagation (BP) neural network algorithm, where they 
implemented a prototype system that realised both offline learning and online classifica-
tion [12]. The method has successfully provided an efficient way to measure and classify 
aggregate P2P traffic.

In another study, Chen et al. [13] presented a support vector machine (SVM) algorithm 
to detect P2P traffic. The algorithm uses double characteristics, namely, Internet protocol 
(IP) and IP-port, to identify P2P traffic by means of separating different traffic features. 
The authors observed from the experimental results that choosing the appropriate traffic 
features, kernel options, configuration parameters and punish modulus to the SVM algo-
rithm is effective in identifying P2P traffic [13].



196 Distributed Networks

© 2008 Taylor & Francis Group, LLC

Liu et al. [14] focused on analysing the packet length to detect P2P traffic. Their claim is 
as follows: In P2P applications, there are many small-sized packets as well as many very 
large-sized packets—close to the maximum transmission unit (MTU) packets. The small-
sized packets are often used to transfer messages between the server and the client such 
as synchronisation and acknowledgement. The large-sized packets are usually used to 
transfer data (actual sharing content). The authors developed a statistical methodology by 
analysing packet length and P2P basic characteristics. The method identified P2P flows at 
the transport layer without relying on the port numbers and packet payload [14].

8.2.4 Combination of DPI and DFI

This class combines the two techniques, DPI and DFI, to increase P2P traffic detection 
rates. Chen et al. [13] used both DPI and DFI to detect BT packets. They also suggested 
executing DPI and DFI in parallel to speed up the overall process. The model comprises 
five parts: traffic-collect module, DPI module, DFI module, coordinated module between 
DPI and DFI and evaluation module, and is able to enhance the identification accuracy as 
well as to expand the identifying scope of P2P traffic.

Keralapura et al. [15] used packet delays as a DFI feature along with DPI to increase P2P 
packet detection rates. The P2P traffic classifier is called a self-learning traffic classifier and 
it is composed of two stages. The first stage used a time correlation metric algorithm that 
uses the temporal correlation of flows to different P2P traffic from the rest of the traffic. 
The second stage used a signature extraction algorithm to identify signatures of several 
P2P protocols. The work used real network traces from tier-1 ISPs that are located in sev-
eral different continents and achieved a detection rate above 95% [15].

Wang et al. [1] used both DFI and DPI. They claimed that the combination made both 
detection algorithms comprise each other and increased the detection rate as a result. 
Their proposed scheme, named the double layer method, used three steps sequentially: 
in the first step, traffic detection based on port number is used to filter the common P2P 
traffic. In the second step, a DFI module is applied to match the characteristics of the data 
stream against common P2P characteristics. In the third step, those packets that have been 
identified as P2P will go through a payload characteristic module (aka DPI module); the 
exact P2P traffic type will then be determined. The resulting detection rate is high. The 
entire system, however, is complex, and the classification time is long. This algorithm has 
been chosen to be a part of the performance evaluation study (Section 8.4).

8.2.5 Other Detection Methods

In addition to the above four major classes, several other methods have been proposed 
to detect P2P traffic. An earlier work by Constantiniu and Mavrommatis [16] used only 
transport-layer information to identify P2P traffic. Instead of using application-specified 
information, they made use of fundamental characteristics of P2P traffic, including a large 
network diameter and the existence of many peers acting both as servers and as clients, to 
perform port analysis. This is different from many typical P2P traffic detection methods 
that focused on analysing the host or packets. Instead, the authors proposed to detect 
P2P traffic by port analysis, as illustrated by the following simple example. There are four 
nodes in this network: nodes A, B, C and D, initially with no connection (edge). Whenever 
a connection is made from a node (say i) to another node (say j), node j will be assigned a 
level that is one step higher than node i. Thus, initially, say node A makes a connection to 
node B. Node A is assigned level 0, and node B is assigned level 1. After that, B makes a 
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new connection to node C. As a result, node C is assigned level 2. Note that once a level is 
assigned to a host, it cannot be changed. Therefore, when node D makes a new connection 
to node A, node A’s level cannot be altered. Instead, node D is assigned level −1, which is 
one level lower to node A. Note that the last connection did not (and should not) change 
the level value of any nodes in the network.

In this method proposed by Constantiniu and Mavrommatis [16], once the graph is con-
structed, using the basic characteristics of P2P traffic (i.e., a large network diameter and 
the existence of many peers acting both as servers and as clients), the following rules are 
then used to determine if this port is considered as the one used by P2P applications: (1) 
the number of hosts that act both as servers and as clients (‘ClientServers’) in the specific 
port exceeds the ClientServer threshold, (2) the network diameter is at least 2 and (3) the 
numbers of hosts that are present in the first and last levels of the network exceed the edge-
level threshold. (Note that the authors did not specify how to determine these thresholds.) 
Using the above scheme of port analysis, the method was able to detect both known and 
unknown P2P traffic.

Zhang et al. [17] proposed a distributed model to detect BT traffic based on peer infor-
mation. The method records and analyses the peer information obtained from the BT sig-
nalling traffic exchanged among peers. The method can accurately identify and control 
the BT traffic related to these peers even when the traffic is encrypted. As more and more 
P2P traffic is encrypted, this method is more complete and practical than other methods.

Finally, Basher et al. [18] conducted an extensive analysis of P2P traffic, and did a com-
parative analysis between web traffic and P2P traffic. In addition, they also did a com-
parative study between two P2P protocols, namely, BT and Gnutella. Their study used 
a database that contained 1.12 billion IP packets totalling 639.4 Gb. They also presented 
flow-level distributional models for P2P traffic. The analysed characteristic metrics are as 
follows: flow size—the total bytes transferred during a TCP flow, flow inter-arrival time—the 
time interval between two consecutive flow arrivals, duration—the time between the start 
and the end of a TCP flow, flow concurrency—the maximum number of TCP flows a single 
host uses concurrently to transfer content, transfer volume—the total bytes transferred to 
and from a host during its activity period, and finally geography distribution—the distri-
bution of the shortest distance between the individual hosts and authors’ campus along 
the surface of the earth. The authors expect that this information may be contributed for 
research in network simulation and emulation experiments [18].

Finally, we proposed a system, intelligent combination, which is also on both DPI and DFI 
methods. While achieving an equally high accurate rate as a double layer [1], based on the 
BT packet pattern, our method arranges DPI to come before DFI and thereby successfully 
shortens the classification time. The proposed system is presented in the next section 
with detailed explanation. The section compares various major algorithms, including DPI 
[9], DFI [10,14], semi-supervised learning-based DFI [11] and the double layer of combin-
ing DFI and DPI [1], and the new proposed intelligent combination is given at the end of 
Section 8.3.

8.3 Proposed System: Intelligent Combination

The main goal is to classify each packet flow as either BT or non-BT. The proposed system, 
intelligent combination, is depicted in Figure 8.2. The system can be divided into two major 



198 Distributed Networks

© 2008 Taylor & Francis Group, LLC

parts, namely, the online classification module and the offline training module. Below is 
an overview of the system; the detailed description is given in the following sections.

 1. The online classification module: It is an intelligent combination of DPI and DFI.
 a. DPI: The module starts with a simple DPI that quickly detects packets with BT 

character strings, while at the same time recording the host names of these BT 
packets and updating the BT host name database.

 b. DFI: The rest of the packets then go through the DFI portion, which is a clas-
sifier based on a semi-supervised learning system [11,19]. It will perform a 
detailed flow inspection of the features of the unclassified packet flows and 
classify each as either BT or non-BT.

 2. The offline training module: It provides for the DFI portion a reliable trained classi-
fier based on the K-means algorithm [11,20] for detecting BT flows.

The arrangement of DPI and DFI, with first a simple DPI followed by a semi-supervised 
learning DFI classifier, is based on the following rationale: We observe that a BT packet 
flow typically begins with handshake messages. These messages often include some sim-
ple string pattern such as ‘BitTorrentprotocol’. If such a pattern is found (matched), obvi-
ously a BT flow is to be expected. A simple DPI may be used for such a straightforward 
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pattern matching, and a successful matching can then eliminate the need for a long DFI 
classification for this flow.

This intelligent combination (arrangement) of DPI coming before DFI not only ensures 
high classification accuracy, as in other combined DPI/DFI methods (such as the work by 
Wang et al. [1]), but also greatly improves the overall execution time of the entire classifica-
tion process (as demonstrated in Section 8.4.5).

In the rest of the section, we first explain the offline training module used for DFI classi-
fication. Next, we describe the online classification module. The strength of the intelligent 
combination system is then discussed. Lastly, a comparison of the proposed scheme with 
other major methods is presented.

8.3.1 Offline Training Module

The block diagram of the offline training module is given on the left side of Figure 8.2. The 
module uses the K-means algorithm [11,20], a well-known algorithm in the area of cluster-
ing and machine learning, for mapping data objects (in our case, features of packet flows) 
to classes (BT and non-BT). The module is described below; also refer to Figure 8.3 for an 
illustration of the classification method using the K-means algorithm.

The offline training module begins with the ground truth as the input to the K-means 
algorithm (step 1, ‘Labelled Traffic Flows’ of Figure 8.3). The ground truth consists of 
packet flows with known classes (BT and non-BT). We use 10 features to characterise each 
packet flow, as listed in Table 8.1. These features are extracted from each of the packet flows 
within the ground truth.

Next, the K-means algorithm divides the packet flows into clusters according to the simi-
larities of their 10 features (step 2, ‘K-means algorithm’ in Figure 8.3). The flows that exhibit 
closer features will be grouped into the same cluster. At the end of the K-means algorithm, 
there will be a total of K clusters.

The subsequent step is the mapping process (step 3, ‘mapping clusters’ in Figure 8.3). This 
process is to map each cluster into a given class (in our case, BT or non-BT). The principle 
for the mapping decision is simple: given a cluster, if the number of BT packet flows is 
larger than that of non-BT packet flows, we mark it as a BT cluster. Similarly, we mark a 
cluster as non-BT if there are more non-BT packet flows within the cluster.

Finally, as shown in step 4, ‘trained classifier’ in Figure 8.3, when the mapping process 
is completed, we will have the trained classifier (also known as a trained database) mapping 
each cluster (or more specifically, each set of 10 flow features), into a class. The trained 
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FIGURE 8.3
Overview of the classification method based on the K-means algorithm.
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classifier is then used by DFI of the online classifier module to detect if a packet flow is BT 
or non-BT.

8.3.2 Online Classification Module

The main goal of the online classification module is to discover all the BT hosts. In the fol-
lowing section, we first describe the databases needed, and then the detailed steps of the 
module.

8.3.2.1 Databases

There are two databases needed. The first is the BT host database for all the classified BT 
hosts. This database is updated whenever a packet or a flow is being classified as BT. The 
second is the packet flow database, which is for keeping track of all the packets that we have 
seen during the classification process. It is continuously updated as packets are received, 
so that at the end of a packet flow, it has the complete 10-feature information of this packet 
flow. This information is then fed into DFI for classification if needed.

8.3.2.2 Online Classification Module Description

The block diagram of the online classification module is given on the right side of Figure 
8.2. Initially, a packet flow of unknown class is input to the simple DPI module. It is based 
on the match of a simple string pattern (such as ‘BitTorrentprotocol’). This is used to deter-
mine if the encountered packet is of BT class. If it is a BT packet, the database of BT hosts will 
be updated immediately.

If no BT string pattern is matched, then the corresponding packet flow information (i.e., 
total number of packets in flow, average packet size, etc.; features in Table 8.1) will be 
extracted and input to the corresponding entry of packet flow database. If that packet is at the 
end of the flow, we have the entry with completed flow information updated in the packet 
flow database.

This new packet flow information will then be applied to the DFI classification with the 
trained database. Relying on the trained database and based on the 10 flow features, the DFI 

TABLE 8.1

Flow Characteristics Used in the Semi-Supervised Learning 
of the Offline Training Module

Number Features

1 Total number of packets
2 Average packet size
3 Total bytes
4 Total header (transport plus network layer) bytes
5 Number of flow initiator to flow responder packets
6 Total flow initiator to flow responder payload bytes
7 Total flow initiator to flow responder header bytes
8 Number of flow responder to flow initiator packets
9 Total flow responder to flow initiator payload bytes
10 Total flow responder to flow initiator header bytes
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classifier will then determine if the new input flow is BT. Recall that the trained database 
(also called a trained classifier) is obtained from the offline training module as described 
in Section 8.3.1. Once the classification decision is made, if the flow is found to be BT, the BT 
host database will also be updated accordingly.

Finally, note that the above design is based on its main goal—to discover all the BT hosts. 
This goal is chosen since BT hosts are often the most important information requested by 
an enterprise network or an ISP. Alternatively, we can set the goal of discovering all the BT 
flows. Note that our classification system (mainly the online classification module) can be 
easily modified for this alternative, or other similar purposes.

8.3.3 Strengths of Intelligent Combination System

In this section, we note some major advantages in this approach:

 1. Accuracy: By employing both DPI and DFI modules, the accuracy of the classifica-
tion is greatly increased, as demonstrated by other earlier works [1,13,15]. If one 
module fails to detect, the other can have a chance to look at the packet flow.

 2. Security: Similar to most existing DIP modules, our simple DPI does not handle 
encrypted packets. Yet, the subsequent DFI module will be able to handle them 
since it does not depend upon reading the packet payload (it only needs its fea-
tures such as payload size).

 3. Efficiency: Unlike other combined DPI/DFI methods (such as the double layer sys-
tem by Wang et al. [1]), our system first uses simple DPI to quickly determine if a 
packet is a BT. DFI is used only if the BT packet pattern cannot be found. The major 
advantage of this arrangement is that we do not need to wait until the end of the 
flow to determine the flow type if the BT pattern can be matched in the DPI stage. 
In other words, we can quickly identify a flow as BT without waiting for the entire 
flow to complete. This advantage is also clearly demonstrated in the performance 
evaluation section (Section 8.4.5) when the classification time of the proposed sys-
tem is shorter than both the double layer and the DFI.

 4. Further speedup: Since we store the BT hosts in our database, we could further speed 
up the classification process by first checking if a host is BT. (If there is a match, 
then both DPI and DFI may be skipped.) This will also avoid repeating the tasks 
that have been performed. For instance, if the DFI module has already classified a 
host as a P2P host, then DPI can safely skip packets from that host.

8.3.4 Comparison with Other Methods

In this section, we compare four major approaches with our proposed system, as sum-
marised in Table 8.2. The first one, a DPI method, detects patterns of handshaking mes-
sages among BT peers [9]. Since a string (‘BitTorrentprotocol’) can be found within the 
handshaking packets, this pattern is used to determine whether a BT client is currently 
running in the network. The approach is simple and is able to provide acceptable accuracy 
results. However, the major drawback of this approach is that only non-encrypted packets 
are supported.

The second major approach, DFI, is based on the packet length statistics of the packet/
flow length [10,14]. Since this method is based upon the packet length, encrypted packets 
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can also be supported. The philosophy behind this method is that BT and non-BT pack-
ets have different packet length distributions. Therefore, only thresholds are needed to 
determine if the packet is a BT packet. One of the major problems of this approach is that 
there are some non-BT packets that also have the same length characteristics of BT packets. 
Hence, it is often difficult to determine the suitable threshold values.

The third approach is based on a learning algorithm upon DFI [11]. It uses classification 
algorithms to train a database from the packet/flow characteristics (e.g., average packet 
size, total number of packets, etc.). One problem with this approach is that prior training 
is required.

The fourth approach, double layer, utilises both DFI and DPI to identify BT packets [1]. 
DFI is first used to classify whether the packets are P2P, and then DPI is followed to deter-
mine the exact type (such as BT) of P2P packets. The major disadvantage of this approach 
is that it may be difficult to implement under a live network due to the fact that DFI is per-
flow based, whereas DPI is per-packet based. Thus, we will need to wait until the end of 
a flow to perform DFI classification, whereas the BT pattern can only be seen in the hand-
shaking packets, which appear only at the beginning of a BT flow.

8.4 Performance Evaluation

This section evaluates the performance of the proposed method with three existing meth-
ods: DPI [9], semi-supervised learning DFI [11] and double layer of a combination of DFI 
followed by DPI [1]. First, the initial experiment setup is illustrated, including the genera-
tion of ground truth (known-class packet flows). Next, the training of the DFI classifier 
is described, which is a necessary foundation for all the methods evaluated (except the 
simple DPI). The performance metrics and the main performance results, classification 
accuracy and classification time are then presented.

TABLE 8.2

Comparison of Major Approaches for Detecting BT Packets

Methods Schemes Implementation Strengths
Implementation 

Limitation

BT header lookup 
method [9]

Simple DPI Simple

Packet/flow length 
statistics method [10,14]

DFI Avoid complex per-packet DPI 
overhead

Difficult to determine 
suitable thresholds

Learning algorithm [11] DFI Avoid complex per-packet DPI 
overhead

Initial offline training 
required

Double layer [1] (1) Port based, (2) DFI 
and then (3) DPI

Possible (though unlikely) 
quick classification through 
port based

(1) Difficult to 
determine suitable 
thresholds for DFI 
and (2) very complex

Intelligent combination 
(proposed)

(1) Simple DPI, then 
(2) DFI

(1) Use simple DPI, (2) possible 
quick classification through 
simple DPI and (3) simpler 
than double layer [1]

Initial offline training 
required
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8.4.1 Experiment Setup

The main goal of the initial experiment is to capture BT and non-BT packets. There can be 
one or more PCs behind a router. Inside the PC, BitComet 1.21 is installed as the BT client. 
A sample torrent file was downloaded for BT packet-capturing purposes. Note that a tor-
rent file contains information about the tracker server, whereas the tracker server contains 
the peers’ information about shared files.

A clear explanation of generating BT and non-BT files (packet flows) is given below 
(Section 8.4.1.1). The training of a DFI classifier is described in Section 8.4.2, with its specific 
data that are given in Section 8.4.3.

8.4.1.1 Ground Truth Generation

The ground truth in this project is the packet flows of known classes (i.e., BT and non-BT). 
To train a classifier, there are two types of packet flows needed to capture, namely, the BT 
and the non-BT packet flows.

To capture BT packets, we start a sample torrent file, and the BT client will automatically 
start downloading/uploading its contents. At the same time, we start a packet-capturing 
program to obtain these packets. Similarly, to capture non-BT packets, we start the packet-
capturing program while creating non-BT network activities; these activities include 
HTTP, FTP and secure shell (SSH).

8.4.1.2 Offline Training Module

The objective of the offline training module (shown on the left side of Figure 8.2) is to create a 
trained database for the DFI classification used in the online classification module. The offline 
training module is divided into three separate subprograms for the ease of development. The 
first two are C programs and the third one is a MATLAB® program (refer to Figure 8.4).

The two C programs are the network packets capture program and the packet features 
extraction program. They were both built with Cygwin under Windows environment. This 
combination provided a user-friendly development environment utilising open-source 
libraries. Packets capture is made possible by the WinPcap [21] library. WinPcap is an open-
source library that allows the user to set his/her network interface card (NIC) to operate 
in ‘promiscuous’ mode. Thus, all the packets going through the network will be captured.

The first is the network packets capture program. As the names implies, the function of 
the packet capture program is to communicate with NIC and to capture packets from the 
network. The captured packets are then stored in a file with PCAP format. The second pro-
gram, the packet feature extraction program, is used to extract the network features from 
the packet file. There are 10 features to be extracted, as shown in Table 8.1.
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FIGURE 8.4
Offline training flow chart.
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Finally, the extracted features will be used to train the classifier. The classifier is based 
on the K-means clustering algorithm [11,20]. The classifier program is written in MATLAB. 
The advantage of using MATLAB over C is that MATLAB has a lot of built-in numerical 
computation routines; the K-means cluster algorithm routine is also supported.

8.4.2 Online DFI Classifier

The DFI module used is based on a semi-supervised learning classifier that would accu-
rately classify BT packet flows. This classifier is first trained with the ground truth gen-
erated, as described above. It is then tested against other BT packet flows to observe the 
accuracy.

We conduct an experiment to estimate the number of packet flows needed to train a reli-
able classifier for the DFI module, using K = 400 in the K-means algorithm [11]. Figure 8.5 
shows the classifier accuracy with an increasing number of BT packet flows being used in 
training the classifier. As expected, the more BT packets that are used to train the classifier, 
the better the accuracy. As the number of BT packets increases, however, the classifier will 
be saturated at some point. After that, even when more packets are supplied, the accuracy 
will not increase significantly.

From Figure 8.5, one can see that the saturation point occurs around 2500 packet flows. 
Thus, in the following experiments, the number of BT packet flows used for training the 
DFI classifier should be at least 2500 to ensure high accuracy.

8.4.3 Classification Accuracy

In this section, we first present the training data and test cases. Next, the measurements 
and metrics are described. The accuracy results are then illustrated.

8.4.3.1 Training Data and Test Cases

In this experiment, we compare the classification accuracy results. On the basis of the 
results obtained in training the DFI module classifier (Section 8.4.3), we train the classifier 
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with the ground truth of 8000 TCP packet flows of which approximately 3500 are BT–TCP 
packet flows.

To obtain a fair comparison of the four methods, we design two statistically different test 
cases for the experiments. In test case 1, there are 60% BT packet flows and 40% non-BT 
packet flows. (Specifically, it contains 686 BT and 454 non-BT packet flows.) In test case 2, 
there are about 70% BT and 30% non-BT packet flows (specifically, 408 BT and 167 non-BT 
packet flows).

8.4.3.2 Accuracy Measurements and Metrics

For just a comparison of the four methods, it is important to take note of both the positive 
and the negative results. Therefore, we collect the following four measurements [20].

8.4.3.2.1 Four Measurements

•	 True positive (TP): The number of BT packet flows that have been correctly detected
•	 False negative (FN): The number of BT packet flows that have not been detected
•	 False positive (FP): The number of non-BT packet flows that have been falsely identi-

fied as BT packet flows
•	 True negative (TN): The number of non-BT packet flows that have been correctly 

identified as non-BT

8.4.3.2.2 Performance Metrics

On the basis of the above collected data, the following metrics are calculated [20], listed 
below, as Equations 8.1 through 8.4, respectively:

 TPR (true-positive rate) = TP/(TP + FN) (8.1)

 TNR (true-negative rate) = TN/(TN + FP) (8.2)

 FPR (false-positive rate) = FP/(FP + TN) (8.3)

 FNR (false-negative rate) = FN/(TP + FN) (8.4)

In the above equations, the TPR or sensitivity, expressed in Equation 8.1, is defined as the 
fraction of positive examples (BT packet flows) correctly classified. Similarly, the TNR or 
specificity, expressed in Equation 8.2, is the fraction of negative examples (non-BT packet 
flows) classified correctly. Furthermore, the FPR, expressed in Equation 8.3, is the portion 
of negative examples (non-BT packet flows) falsely classified as BT packet flows. Finally, 
the FNR, expressed in Equation 8.4, is the portion of positive examples (BT packet flows) 
falsely classified as non-BT.

In addition, two widely used metrics [20] are also employed:

 Precision, p = TP/(TP + FP) (8.5)

 Recall, r = TP/(TP + FN) (8.6)

Precision (p), expressed in Equation 8.5, determines, out of the total packet flows that 
have been classified as BT, the fraction that is actually BT (true or correct classification). 
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Obviously, the higher the precision, the smaller the number of FP errors committed by the 
classifier. On the other hand, Recall (r), given in Equation 8.6, measures, among the entire 
BT packet flows, the fraction that has been correctly classified as BT packet flows. A large 
recall implies that a system with very few BT packet flows has been falsely classified as 
non-BT. Simply put, the larger these two metrics are, the more accurate the system is.

8.4.3.3 Accuracy Results

Tables 8.3 and 8.4 show the classification results of the four algorithms, DPI [9], semi- 
supervised learning DFI [11], double layer [1] and the proposed intelligent combination 
method, for the two test cases, respectively.

First, comparing Tables 8.3 and 8.4, it is clear that they are similar and consistent. Thus, 
we can trust that the results presented are reliable. Below, we discuss the results of each of 
the four methods.

Simple DPI [9] has a very high TNR (100%); that is, it has achieved 100% accuracy to detect 
non-BT traffic flows (including HTTP, FTP and SSH). It is because the DPI method searches 
for the BT pattern string (‘BitTorrentprotocol’) explicitly inside the packets, which obviously 
cannot be found in non-BT flows. On the other hand, unfortunately, it has a very low TPR 
(31% and 35% in test cases 1 and 2, respectively); that is, it has a very low rate of successfully 
identifying BT packet flows. It is because the BT pattern string happens mainly in the hand-
shaking messages and it may not appear during the BT data transfer. Owing to its simple, 
straightforward method, it has a very high precision rate (100%—it does not confuse non-
BT as BT), but unfortunately a very low recall rate (31% and 35% in the two test cases); this 
shows that it does confuse many BT as non-BT. This is very likely due to the fact that it only 
detects the BT pattern string that occurs mainly in the handshakes but not in data transfer.

DFI [11], on the other hand, has a reasonably high TPR (78% and 73%)—it is able to cor-
rectly detect a good portion of BT traffic, and a higher TNR (86% and 87%)—it is also able 
to correctly detect quite a lot of non-BT traffic. While its precision rate is high (89% and 
93%), it does not confuse non-BT as BT; however, it has a slightly lower recall rate (78% and 

TABLE 8.4

Classification Accuracy Results (Test Case 2)

Scheme TPR TNR FPR FNR Precision p Recall r

DPI [9] 0.35 1.00 0.00 0.65 1.00 0.35
DFI [11] 0.73 0.87 0.13 0.27 0.93 0.73
Double layer [1] 0.85 0.87 0.13 0.15 0.94 0.85
Intelligent combination 0.85 0.87 0.13 0.15 0.94 0.85

TABLE 8.3

Classification Accuracy Results (Test Case 1)

Scheme TPR TNR FPR FNR Precision p Recall r

DPI [9] 0.31 1.00 0.00 0.69 1.00 0.31
DFI [11] 0.78 0.86 0.14 0.22 0.89 0.78
Double layer [1] 0.87 0.86 0.14 0.13 0.90 0.87
Intelligent combination 0.87 0.86 0.14 0.13 0.90 0.87
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73%), and it does sometimes confuse BT as non-BT. This may due to the fact that some BT 
flows fail to exhibit typical characteristics.

Our proposed intelligent combination method and the double layer method [1] have 
both exhibited equally high accurate results. Their main difference is in the classifica-
tion time (to be discussed in the next section). Therefore, we will discuss these two meth-
ods together here. They have a very high TPR (87% and 85% in the two test cases) and 
TNR (86% and 87%). These have resulted in high values of both precision and recall rates. 
Note that their recall rates (90% and 94%) are the highest among the four methods, which 
implies that both methods do not easily confuse BT with non-BT packet flows (as DPI [9] 
and DFI [11] do). This is an important strength of the two methods.

8.4.4 Classification Time

Figure 8.6 shows the packet classification time for various classification methods. Note that 
the proposed intelligent combination method has the second shortest execution time (only 
longer than the simple DPI [9]); this is one of the most important performance metrics, 
discussed in detail below.

We first note that the simple DPI [9] has the fastest classification time due to the fact that 
its classification is purely based on a string comparison (whereas the other three meth-
ods are more computationally intensive). DFI [11], on the other hand, requires the longest 
execution time. It is a purely flow-based method; each classification theoretically needs to 
wait till the entire packet flow is completely received and analysed.

The double layer method [1] has the second longest execution time. It is faster than DFI 
[11] since, before DFI, it applies a simple port-based classification. This step can quickly 
filter out some BT flows that used popular P2P ports, and therefore speeds up the average 
execution time.

The proposed intelligent combination method is faster than both the double layer [1] 
and DFI methods [11]. In particular, it is 15–20% faster than the double layer method. This 
is because it first uses the simple DPI [9] (that has the fastest execution time), and if there 
is a match, it records its BT host names into the BT host database systems, which not only 
shortens the current-flow classification (a quick BT-flow detection), but also helps speed up 
the future classification time.

Packets classification time
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FIGURE 8.6
Packet classification time.
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8.5 Conclusion

P2P technology has offered a completely new model on the Internet, changing from the 
traditional client-and-server model. It allows peers (hosts) to efficiently download large files 
by acting both as a server and as a client. It has quickly dominated the Internet traffic and 
has threatened the bandwidth and service available to other applications, especially those 
that are mission-critical. Furthermore, many use the P2P protocols to illegally download 
copyrighted files. BT is the most popular P2P protocol available on the Internet. Therefore, 
it is important to develop efficient, accurate methods to identify and control BT traffic.

By recognising the packet pattern of BT flows, this chapter proposed a new BT traffic 
identification method that is both accurate and fast. Simply put, combining both DPI and 
DFI makes it accurate; arranging DPI before DFI makes it fast. The simulation results fur-
ther support its superior performance. They have shown that, by combining the simple 
DPI with the DFI that is based on semi-supervised learning, the BT detection rate is as 
high as that of the comparable method by Wang et al. [1]. In addition, applying an intel-
ligent combination of these two techniques further increases the execution speed, 15–20% 
faster than that of one of the comparable methods [1]. The principle of putting a simple 
DPI ahead of a more complex DFI may be applied to other systems that aim to quickly and 
effectively detect single applications.

For future works, the semi-supervised learning method may be improved and refined. 
More sophisticated machine learning-based classification engines may be considered, 
these include Bayes engine and the SVM with either linear or non-linear approaches [19,20]. 
Furthermore, parameters used in the semi-supervised learning method may be fine-tuned 
for performance enhancement. The ultimate goal is to apply the BT traffic detection algo-
rithm onto live-network flows.
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9.1 Introduction

Peer-to-peer (P2P) content distribution systems have had a lot of success as P2P paradigm 
increases download speed significantly. P2P paradigm abandons central servers to give 
way to a network model where all nodes play the role of server and client simultaneously. 
P2P protocols enable content distribution in a cost-effective way, as they do not require a 
centralised provider to handle all the demands, and therefore, the bandwidth is consider-
ably increased because these protocols can use the bandwidth of all the clients to down-
load instead of using only the bandwidth of the server. In addition, this alleviates the load 
of the server, which has a positive impact on systems performance. An excess of clients in 
a traditional client server paradigm meant problems of scalability; in the P2P paradigm, 
it means greater capacity. Indeed, many popular TV streaming systems are based on P2P 
technology precisely because of these benefits (such as PPLive [1] and TVAnts [2]).

However, the development of this kind of application must consider, in addition to the 
complexity in distributed software development, that the performance and availability of 
P2P content distribution systems rely on the voluntary participation of their users, which 
is highly variable and unpredictable. Hence, any proposed solution must consider user 
behaviour and provide custom mechanisms to make the system feasible. In this sense, 
empirical studies have shown that a large proportion of participants share little or no files. 
This phenomenon, known as ‘free-riding’, has been observed and measured in P2P systems 
[3,4] and is still an open issue in content distribution systems. In Ref. [5], we presented a 
new coalition formation scheme based on game theory concepts, called COINS (coalitions 
and incentives), which formally proves how coalitions improve P2P systems performance, 
encouraging participants to contribute resources, receiving in return a better quality of 
service. Empirical results obtained through simulations illustrated how our approach 
encourages collaborative behaviour, preventing the free-riding problem, and improves the 
overall performance of the system. This mechanism was a theoretical proposal, whose 
features were demonstrated only through simulations. In this chapter, we show the real 
implementation of this mechanism, offering a step-by-step guide to the development of 
content distribution systems, continuing on from the ideas presented in Ref. [6].

As said, P2P content distribution systems are complex systems that require a consider-
able amount of work in their development. Beyond proper distributed software difficulties, 
concerns about user behaviour must be considered. Our proposal requires a mechanism 
for look-up, a mechanism to store, update and query the reputation of clients, in addition 
to the mechanism to distribute the content on the network. This makes the implementa-
tion of our proposal an attractive and interesting exercise to delve into problems and pos-
sible solutions in implementing secure distributed systems using a P2P middleware. To 
facilitate the development of distributed systems, new tools and methodologies capable of 
abstracting all the underlying complexity should be used. A middleware can simplify and 
reduce the development time of the design, implementation and configuration of appli-
cations, thus allowing developers to focus on the requirements of their applications. In 
Ref. [7], we presented SMEPP (secure middleware for embedded peer-to-peer systems), 
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a new middleware especially, but not exclusively, designed for embedded peer-to-peer 
(EP2P) systems. This middleware was designed to overcome the main problems of exist-
ing domain-specific middleware proposals. The middleware is secure, generic and highly 
customisable, allowing it to be adapted to different devices, from PDAs and new-genera-
tion mobile phones to embedded sensor actuator systems, and domains, from critical sys-
tems to consumer entertainment or communication. Choosing an embedded middleware 
has the additional advantage of allowing the application to run on mobile devices as well 
as on servers, which, given the popularity of mobile applications nowadays, is a significant 
advantage.

In this chapter, we take advantage of SMEPP middleware to implement our coalitions 
and incentives mechanism for distributed content distribution. On the one hand, we prove 
the suitability and advantages of using a P2P middleware, and on the other, we demon-
strate that our mechanism can be developed as a real distributed application, showing 
step by step how to implement our proposal on the middleware. The chapter is struc-
tured as follows: First, the content distribution system proposed for the implementation is 
explained in Section 9.2. Next, the middleware chosen for the implementation is presented 
in Section 9.3, highlighting its features and introducing how to use it. Then, in Section 9.4, 
the design and implementation of the system is explained following a tutorial style. In 
Section 9.5, deployment constraints and validation tests are introduced. A short discussion 
on the development of a P2P application is presented in Section 9.6, and finally the conclu-
sions drawn are presented in Section 9.7.

9.2 Overview of the Content Distribution System

In content distribution systems, we distinguish three different interacting subsystems: 
content discovery, incentive mechanism and content distribution. The content discovery 
mechanism is responsible for finding the content in a distributed network, whereas the 
incentive mechanism is intended to achieve fairness and avoid abuses, and the content 
distribution determines the way that the task of downloading a file is performed between 
various peers. The central idea of our proposal [5], called COINS, is sharing the task of 
downloading a file between a set of peers making up a coalition. In addition, it promotes 
cooperation and discourages free riders through an incentive mechanism, which is based 
on the game theory concept of core and its fairness is formally proved. The main contribu-
tion is in the incentive mechanism, where providers are rewarded for their participation 
in the coalition, entailing a better quality of service when they download. The coalition, 
from the point of view of the downloader, is beneficial because it reduces the download 
time if compared with downloading from a single peer, and also from the point of view 
of the uploader (provider) since its burden is alleviated because the total task is divided 
between the members of the coalition. In this way, each peer that participates in a coali-
tion is lending ‘bandwidth’ to other coalition peers, in exchange for profit or utility. The 
reward that a provider obtains by performing a task inside a coalition is calculated using 
the game theory concept of core. The core ensures that each coalition participant receives 
a fair utility in return for the bandwidth that it supplies. In our model, these utilities are 
used to compute the responsiveness bonus (Rb), which represents the overall contribution of 
the peer to the system. Therefore, this value will determine the quality of service of each 
peer. The higher the Rb, the better the quality of service; this is the key to encouragement.
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To better understand the content distribution system proposal, three sections will be 
presented. First, in Section 9.2.1, the protocol overview explains the interactions between 
the different peers in the system. Next, two key points will be explained, the content dis-
tribution and the incentive mechanism, in Sections 9.2.2 and 9.2.3, respectively. Finally, a 
summary of the simulation results is presented in Section 9.2.4, and some related work is 
presented in Section 9.2.5.

9.2.1 Protocol Overview

Each peer can simultaneously play three different roles: downloader, participant or man-
ager (the manager is the peer responsible for finding the participants, forming the coalition 
and checking its performance). In short, the download process starts when a peer decides 
to download a file. To download this file, the downloader has to find file providers in the 
network (content discovery). Once the providers are found, a coalition manager is elected. 
The manager’s selection does not imply centralisation, because any potential participant 
can become the manager with equal probability. Next, the manager sends offers to the 
potential candidates (the rest of the providers). Each provider calculates the bandwidth 
it intends to offer, according to its load, and sends the answer to the manager. Once the 
manager has received all these answers (or a timeout is reached), it has to divide the task 
between the potential coalition members (those participants who answered). This pro-
cess, called Task Assignment, establishes the coalition itself, and after this, the download 
itself starts. When a participant receives the task, it starts sending the corresponding data. 
During the download, the downloader periodically sends acknowledgement informa-
tion to the manager, who runs a checking mechanism to guarantee the quality of service 
in the coalition, adapting to network traffic and helping to avoid any attacks from mali-
cious peers (such as free-riding). After these checks, the Rb of all the members of the coali-
tion is updated using the utilities obtained after the coalition payment division (incentive 
mechanism).

9.2.2 Content Distribution

The content distribution has to define the way the coalition distributes the content; in 
our proposal, this has two key points: the task assignment, which determines the task or 
the part of the file that each participant has to send to the downloader, and the checking 
mechanism, which guarantees that the coalition is working according to the performed 
assignment.

9.2.2.1 Task Assignment

Given a collection of providers, the task assignment has to determine the task that each 
provider will be responsible for; this is the input bandwidth that each participant will pro-
vide to the coalition. If there are few participants (under a threshold), no selection has to be 
made; otherwise, only some providers will be chosen for the coalition.

To do this, and to determine the input bandwidth of a participant, the progressive filling 
algorithm is used. This algorithm provides the max–min fairness [8]. A bandwidth alloca-
tion is max–min fair if and only if an increase of the input bandwidth of a peer x within 
its domain of feasible allocation is at the cost of decreasing some other input bandwidth 
of a peer y. Hence, it gives the peer with the smallest bidding value the largest feasible 
bandwidth.
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9.2.2.2 Checking Mechanism

The checking mechanism makes the system less vulnerable to peer failures, churns and 
network congestion problems, while it ensures the quality of service of the coalition. 
The mechanism works as follows: During the download of a file, the downloader sends 
acknowledgement information to the manager with a predefined frequency. The manager 
calculates the difference between the bytes sent and the ones that should have been sent 
(according to the task assigned to each participant). If this difference exceeds a predefined 
threshold, the coalition is reconfigured to provide better quality of service. Moreover, the 
manager also checks that the downloader Rb is high enough to keep downloading. The 
central idea is that if the coalition is not working as expected or the downloader is abusing 
the system, it is cancelled.

Since the updates of Rb values are calculated by the manager and are based on the 
acknowledgement sent by the downloader, the downloader could avoid the penalty if it 
sends a fake acknowledgement. But the checking mechanism performed by the manager 
will stop the coalition if the acknowledgement is too small, and therefore the downloader 
will not be penalised, but neither will they receive the file.

9.2.3 Incentive Mechanism

The incentive mechanism is responsible for rewarding participants and discouraging 
selfish behaviours. This mechanism is based on game theory concepts and relies on two 
formulas: the coalition payment division, which determines the reward obtained as a func-
tion of the task performed, and the responsiveness bonus computation, which determines 
the responsiveness value of a peer, Rb, that represents its overall contribution to the system 
(can be seen as a reputation value).

9.2.3.1 Coalition Payment Division

The hallmark of our mechanism is that the coalition payment division ensures fairness, 
thanks to the game theory concept of core. This means that peers will not be negatively 
affected if they have a lower capacity. The details of this are explained in the following 
paragraph.

Let us call coalitional value V(S), to the total utility or profit of a coalition S. For each peer 
in the coalition, Pi ∈ S, we must distribute V(S) between the peers, and assign an amount 
or utility (xi) to each peer Pi ∈ S. The problem is to distribute V(S) in a stable and fair way 
so that the coalition peers have no reason to abandon it.

First, we must calculate V(S). The profit obtained by S is calculated as the difference 
between the time required for the download with just one uploading participant (only P0, 
the manager) minus the time it takes with the coalition S (all the participants, including the 
manager). Then, the coalitional value is given by the following equation:
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where t0 is the time that it would take P0 to upload the whole file (P0 being the only uploader 
or provider), bin
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in  the upload bandwidth of the remain-
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Second, we use the core to distribute V(S) between the coalition members. A utility dis-
tribution belongs to the core if there is no other coalition that can improve on the utilities 
of all of its members. The stable utility division (xi) to every peer Pi ∈ S is given, then, by 
the following equation (details in Ref. [5]), where bout

0  is the download bandwidth of P0.
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9.2.3.2 Responsiveness Bonus Computation

As has been said, peers with higher utility will get a better quality of service. In our 
approach, the utility accumulated by each peer (Rbi) is proportional to the resources it 
supplies, and it is calculated as a heuristic function of xi. The value of Rbi will be reduced 
when Pi acts as a downloading peer, and incremented when it is a provider or uploading 
peer. The heuristic uses the xi values obtained by Pi by means of Upi (upload points) and Dpi 
(download points). Upi and Dpi accumulate the utility obtained by each coalition formation 
process in which Pi participates.

Let us call Fsi the number of files shared (the total size in bytes) by a peer Pi. The Rbi value 
of the peer is calculated using the following equation:
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The Rbi values are between zero and one. The interpretation of this formula is that if 
the peer uploads more than it downloads, it gets the maximum value; this is also true 
when it is not uploading but sharing. If it is neither uploading nor sharing, its Rbi is set 
to zero. In any other case, it is calculated as the ratio of the upload point to the down-
load point (the γ parameter allows us to regulate the relation to increase/decrease the 
penalty/reward).

Therefore, we use this value to decrease the download bandwidth Rb bi b
out⋅  (using it as 

a multiplier of the download bandwidth of the peer Pb when it wants to download a file). 
Initially, the Rbi of the peers is 1; a higher responsiveness bonus (Rbi closer to 1) will mean 
that Pi will be able to use most of its bandwidth capacity. Otherwise, an Rbi closer to 0 will 
reduce its bandwidth capacity (in fact, it could even avoid creating the coalition for the 
download when it is 0). Thus, our incentive mechanism penalises the selfish behaviour of 
the peers, and provides incentives for collaborative behaviour.
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9.2.4 Simulation Results

In Ref. [5], we presented full simulation results. These experiments confirmed the benefits 
of using our mechanism. On the one hand, download times are improved, and on the 
other, free riders are stopped; this leads to an improvement of the system’s effectiveness.

Our own simulator was used to run the experiments. It was configured to simulate a P2P 
network of 1000 peers during 2000 units of simulated time (steps). All peers had the same 
bandwidth capabilities. The collection of files shared in the network was defined with dif-
ferent sizes (from 10,000 KB to 90,000 KB), and a random number of copies (between 5 and 
500) of these were delivered through the network at the start of the simulation. Each peer 
had a random number of initially stored files, and the objective of the simulation was that 
each peer downloaded the files that were not initially stored. Our simulations considered 
three types of users (or behaviours): free riders (FR), collaborative (C) and adaptive (A). The 
first do not share at all, the second share as much as possible, and the last only share if they 
want to download. Depending on the behaviour of each peer (that is randomly assigned in 
each simulation), the downloads will be addressed in different ways.

To analyse the impact of the different behaviours on the system, the experiments were 
run with two different populations. The first one was run without adaptive users: 50% 
FR, 50% C and 0% A, called Population 1. The second was run with adaptive users: 40% 
FR, 30% C and 30% A, called Population 2. In addition, to analyse the impact of the use of 
coalitions, simulations were run with and without incentive policies: no coalitions (NC), 
where no incentive mechanism was considered; and coalitions (C), which implemented 
our proposal. Also, an Emule–like credit system was simulated. After repeating the simu-
lation experiments 100 times, we took the average to give the results. Two main metrics 
were considered: downloaded bytes and average download time.

In Figure 9.1, the total bytes downloaded for the different scenarios are shown. At 
first glance, COINS is downloading less in both scenarios when compared with NC. In 
both populations, indeed, the total amount of bytes downloaded was reduced, by 50% 
in Population 1, and by 39% in Population 2, with respect to NC. With respect to Emule, 
COINS performs better in Population 1 but worse in Population 2. But it is necessary to 
undertake a deeper analysis and see the bytes downloaded for each kind of user behav-
iour considered in simulations, since COINS is designed to stop free riders; hence, it makes 
sense that these kinds of users are responsible for the greater part of this reduction. In 
Figure 9.2, Population 1 and Population 2 downloaded bytes are shown for each behaviour. 
In Population 1, when coalitions were used (COINS), the total amount of bytes down-
loaded was reduced to 50% with respect to NC, but the figure demonstrates that 84% of 
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Total downloaded bytes (Mb).
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this reduction was due to the free riders’ detection. This showed how the algorithm pre-
vents free riders from abusing the system, thereby avoiding the overhead of the system 
resources. In Population 2, when adaptive users were introduced, the benefit of using 
coalitions was higher (than in Population 1). The total amount of bytes was reduced by 39% 
with respect to NC, where 83% was due to the free riders’ detection. Similar results justify 
the reduction in total downloaded bytes if compared with Emule. In addition, comparing 
adaptive users in coalitions in both populations, the total amount of downloaded bytes 
were increased by 20% using Population 2, proving that adaptive users benefit the system. 
Note that in Population 2 there were fewer free riders and collaborative users; therefore, 
there were less shared files in the network. This justifies the smaller amount of total bytes 
downloaded with respect to Population 1.

In addition to the analysis of the downloaded bytes, the average download time offered 
even better results. In Figure 9.3, the average download time in the different scenarios 
is shown for both populations. Experiments showed that by using coalitions the aver-
age download time was smaller. As expected, the benefit of using coalitions is increased 
as the file size grows. When adaptive users were introduced, the download times were 
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improved in Population 2 when compared with Population 1. These results demonstrated 
the  effectiveness of our incentive mechanism.

9.2.5 Related Work

The incentive mechanisms in P2P networks for content distribution [9] have been classi-
fied into different categories: monetary payments, reputation-based or reciprocity-based 
mechanisms. Our approach belongs to reciprocity-based mechanisms: peers that contrib-
ute more get a better quality of service. The other publications also included in this cat-
egory are Refs. [9–14]. In this, we can distinguish reciprocity-based on mutual-reciprocity 
(symmetric) or indirect-reciprocity (asymmetric).

In mutual reciprocity, BitTorrent [11] was the first widely used P2P file download 
protocol to incorporate a fairness enforcement. Its ‘tit-for-tat’ policy of data sharing 
works correctly when the peers have a reciprocal interest in a particular file. However, 
BitTorrent does not preserve information on peer contributions between different 
download sessions. And it limits the peer download capacity to its upload capacity, 
and thus the achievable download performance is reduced. In our approach, the down-
load capacity is not reduced to its upload capacity, and in addition, by means of Rb, 
the information about peer contribution is preserved between different download ses-
sions. Something similar happens in Emule [10] because the mutual reciprocity-based 
approaches do not fit with the asymmetric nature of a collaborative relationship, since 
the decision of the peer to upload to another peer is based on the direct exchange of 
data/services between them. Unlike these approaches, COINS encourages cooperative 
behaviour by forming coalitions of peers that help each other to download files, and 
therefore any peer with idle bandwidth can participate in a coalition even if the peer is 
not interested in the same content.

The indirect reciprocity-based approaches, such as Refs. [12–14] or our approach, con-
sider peers’ overall contribution to the network and therefore encourage cooperation. 2Fast 
[12] is based on creating groups of peers that collaborate in downloading a file. From this 
point of view, the idea is similar to our proposal; however, the system does not enforce fair-
ness in the collector and helper peers. Neither is it specified how the helper may reclaim 
its contributed bandwidth in the future. The only incentives mentioned are promises 
for future collaborations. In addition, they study the system’s performance based on the 
download speed but do not provide results related to free-riding, although they affirm that 
this phenomenon is prevented.

In Ref. [13], the authors propose a new scheme for service differentiation in decentralised 
P2P systems. In this, as in COINS, the contribution is based on the number of peer uploads 
and downloads. However, in our approach, the contribution is computed using the core, 
which guarantees that the peers in the coalitions receive fair utility in return for the band-
width that they supply. Furthermore, our results have proved that having coalitions of 
peers improves the download time.

In Ref. [14], a distributed framework is proposed in which each peer monitors its neigh-
bours, and the free riders are located and dealt with appropriately. To do so, each peer 
records the number of messages coming from and going towards its neighbours. This 
framework may overload the run of the system and the free riders can plan different 
attacks to bypass this policy, such as continuously changing its neighbours and so on. 
However, and unlike this work, stopping free riders is not the main goal of our approach, 
but rather it is to increase the effectiveness of the download mechanism while  encouraging 
cooperative behaviour.
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9.3 Overview of the Middleware

As presented, we propose the use of SMEPP to develop our content distribution system. This 
middleware is the main result of the 4-year European project with its same name, coordi-
nated by the University of Málaga [7]. The middleware is service oriented and its architecture 
is component oriented. Its application programming interface (API) provides an abstraction 
that significantly leverages the programming burden, as we will demonstrate in the next 
section. As its name suggests, security is one of the main concerns of the middleware, which 
has been addressed since its conception, leading to a built-in security middleware.

As mentioned, distributed applications have an inherent complexity due to the problems 
related to latency, reliability, partitioning, ordering, security and so on. SMEPP aims to 
alleviate this complexity by offering a secure, generic and highly customisable middleware 
that allows its adaptation to different devices (PC, laptops, PDAs and motes: Iris, micaZ), 
operating systems (Windows NT, Windows Vista, Linux, Windows Mobile 6, TinyOS and 
Android), platforms (JavaSE, JavaCDC, .NET Framework), networking interfaces (802.11, 
Bluetooth, infrared, cellular, Ethernet, Zigbee, etc.), networking protocols and underly-
ing hardware platforms and domains (from critical systems to consumer entertainment 
or communication). More detailed information relating to SMEPP implementation can be 
found in Ref. [15]. SMEPP’s main features are as follows:

Heterogeneity: SMEPP solves the heterogeneity of devices, offering three different and 
interoperable suites, for the three different levels of devices (motes, PDAs, laptops); it also 
solves the heterogeneity in software, as the model is language and platform independent, 
SMEPP has been implemented in different languages offering the same API. In addition, 
the heterogeneity in connectivity is also tackled because peers can be connected through 
different network interfaces or protocols and SMEPP peers are capable of establishing 
communications between the different networks.

Configurability: SMEPP is configurable; its component-based architecture enables the 
combination of different component implementations to fit the middleware implementa-
tion to the application or device needs. In addition, SMEPP offers a configuration tool that 
automates the process of combining the components. These components can be imple-
mented in different ways; this also makes the middleware extensible.

Scalability: Scalability is addressed in different parts of the middleware architecture. For 
example, SMEPP is based on the notion of group. The creation of groups can help reduce 
the network traffic and the division of the system into smaller logical groups, which helps 
to manage the complexity. In addition, the events mechanism provided by SMEPP helps to 
obtain a loosely coupled system where producers and consumers of events do not require 
a direct connection. SMEPP adapts to different scenarios by selecting different component 
implementations.

Efficiency: Related to efficiency, the energy efficiency component of the nesC SMEPP 
implementation saves sensors’ energy by keeping the radio off whenever possible, for 
example, when the sensors do not expect to receive or send data. This component manages 
the radio by means of user duty cycles, which are implicitly determined by the subscribe 
messages (these messages contain the subscribe rate and an expiration time), and a man-
agement duty cycle, which enables the sensors in the group to exchange control messages 
(in particular, join and subscribe messages). Each of these duty cycles defines periodic 
intervals when the radio should be turned on by all the sensors.

As stated, the central idea of this chapter is to use this middleware to implement the pre-
sented content distribution system. To use it, first, we need to briefly introduce the SMEPP 
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model, which defines the entities involved and how they relate in P2P environments. It 
is also important to introduce the common API provided to access the middleware func-
tionality and to explain how the service discovery works in SMEPP, since it will be a key 
feature used in the implementation; all of this is presented in Section 9.3.1. Then, in Section 
9.3.2, we go to a practical exercise where we explain how to use the main primitives of the 
API and, in addition, describe how to develop SMEPP applications. In Section 9.3.3, the 
security concerns covered by SMEPP are summarised. We conclude with a short related 
approach in Section 9.3.4.

9.3.1 SMEPP Abstract Model

As said, the SMEPP model is based on a service-oriented architecture, where services 
enclose the application functionality. Briefly, SMEPP considers peers, services and ses-
sions as entities. Peers run on nodes; each peer is a process and each node is a device. 
Services are published (and consumed) within a group (of peers). The interaction is carried 
out through service invocations, messages or events. Thereafter, this section explores the 
basic concepts that we will use in our implementation: peers, groups and services. More 
detailed information can be found in Ref. [16].

9.3.1.1 Peers and Groups

An SMEPP peer is a process running on a connected device, which is using SMEPP mid-
dleware, thus invoking the API. A process becomes an SMEPP peer once it has invoked the 
newPeer primitive, and therefore it has received its identifier. SMEPP defines an abstract 
service model to establish how to discover, publish and interact with (available) services 
and how peers can communicate with each other (Figure 9.4).

To deal with security, services are offered inside groups. Organising peers into groups 
allows us to establish the joining mechanism, which validates user credentials, so that we 
can guarantee a determined level of security in each group and therefore in services.
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FIGURE 9.4
SMEPP basic concepts.
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9.3.1.2 Services and Contracts

Every SMEPP service needs an implementation together with a contract; this is an XML 
file that contains its description, and it includes the interface (signature) and the seman-
tic description (behaviour), and can optionally include extra-functional properties. This 
description enables the service invocation and also its orchestration or composition.

The contract provides descriptive information of the service, while the implementation 
is the executable service (e.g., a Java service) exposed to the middleware through ground-
ing. A service contract describes ‘what the service does’ (viz., the service signature), ‘how 
it does it’ (viz., the service behaviour), and it may include other extra-functional service 
properties (e.g., QoS). These contracts play an important role in service discovery, as we 
will show in the following section.

9.3.1.3 Service Discovery

Although service discovery is not essential to understand SMEPP, we include this section 
because the way it works is key in the proposed implementation of the content distribution 
system, as will be shown in Section 9.4.

SMEPP uses an overlay network that represents a virtual network of nodes and logical 
links that is built on top of the existing network with the purpose of implementing an 
efficient service and group description sharing that is not available in the physical net-
work. The service discovery protocol is built on top of this structured overlay network. 
The overlay network is based on DHT and implements the Chord protocol [17]. In short, 
Chord defines a virtual ring and a key space, so that each peer that joins the ring becomes 
responsible for a specific range of the key space. When a service is published, SMEPP gen-
erates a key from the contract (by the hash of its contract file); this key determines which 
peer in the group is responsible for this service, for storing its contract, since the service 
will always be offered by the publisher peer. As the overlay network determines the range 
of keys a peer is responsible for, each key determines where the contract is stored, and 
since every peer can calculate the key associated with a given service, enables a fast search 
mechanism.

9.3.1.4 API

The SMEPP model offers a definition of API for developers to interact with the middleware, 
programming either services or peers. SMEPP API provides a suitable level of abstraction 
that hides the details concerning all the supporting implementation.

The SMEPP model is language and platform independent and allows for efficient imple-
mentations in terms of memory and energy consumption. In addition, support tools for 
simulation and verification have been deployed, which are useful in the design process of 
EP2P applications based on the SMEPP abstract model. Table 9.1 summarises SMEPP API 
primitives grouped by functionality.

9.3.2 Using SMEPP

The key to using SMEPP lies in its API. Currently, SMEPP provides a Java API (for pro-
gramming code to be run on laptops and on limited-capacity devices such as smart 
phones) and a nesC API (for programming sensor networks). The nesC API does not imple-
ment service management primitives; thus, sensors do not use services, but just events. 
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The nesC API is provided by a specific version of the SMEPP middleware for sensor net-
works, which supports sensor requirements such as small memory, small computing 
power and battery power.

An SMEPP program specifies either a peer code or a service code. Converse to services, 
peers can create, search, join or leave groups and (un)publish services; however, peers can-
not wait for (nor reply to) incoming requests. Consequently, the SMEPP primitives divide 
into three groups: primitives to be used only by peers; primitives to be used only by ser-
vices; and primitives to be used by both. For example, the group management primitives 
(getPeers excluded) and the service management primitives publish and unpublish can be 
used only by peers. The message handling primitives (receiveMessage and reply) are instead 
available to services only, while the newPeer primitive can be called only by applications 
to become peers.

TABLE 9.1

SMEPP API

Peer Management Primitives
newPeer Creates a new SMEPP peer and assigns a peerId identifier to the peer
getPeerId Returns the peerId of the caller peer (or the peerId of the peer providing 

the caller service)

Group Management Primitives
createGroup Creates a new SMEPP group and assigns a groupId identifier to the group
joinGroup Peer enters a group
leaveGroup Peer exits a group
getGroups Returns the list of the existing groups
getGroupDescription Returns the description of a group
getPeers Returns the list of the peer members of a group
getIncludingGroups Returns the list of the groups where a peer belongs to
getPublishingGroup Returns the group in which a service is published

Service Management Primitives
publish Publishes a service and assigns a peerServiceId identifier to the service
unpublish Unpublishes a previously published service
getServices Returns the list of the services matching some requirements
getServiceContract Returns the contract of a service
startSession Opens a new session with a (session-full) service

Message Handling Primitives
invoke Invokes an operation of a running service
receiveMessage Receives an invocation message and starts the execution of the invoked 

operation
reply Sends an output response message to the invoker of a request-response 

operation
receiveResponse Retrieves the result of a request-response operation

Event Handling Primitives
event Raises an event
receiveEvent Receives an event
subscribe Subscribes to an event
unsubscribe Cancels a previous event subscription
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9.3.2.1 Managing Peers and Groups

First, SMEPP peers are created through the invocation of the newPeer primitive.

SMEPP API offers two basic classes to interact with the SMEPP middleware, namely, 
PeerManager to program SMEPP peers, and ServiceManager to program SMEPP services. 
The result of a newPeer invocation is indeed a PeerManager object, which provides access 
to the primitives reserved to peers. The newPeer primitive requires two input parameters, 
namely, credentials, to authenticate the peer and a configuration file, including some infor-
mation of the peer. For the sake of simplicity, the peer uses empty credentials.

Typically, SMEPP peers will join or create groups to collaborate with other peers and/or 
to provide services. The peer searches for groups that match a specified group description 
by invoking the getGroups primitive that returns a (possibly empty) array of groupId group 
identifiers.

The optional GroupDescription parameter can be used as a filter to return only the groups 
that match some requirements. The sample peer is specifically searching for groups with 
the name ‘group1’, security information of level 1 and with the description ‘Group one’.

The GroupDescription type can also be used to create new groups by invoking the creat-
eGroup primitive.

The createGroup primitive creates a new SMEPP group featuring the groupDescr1 group 
description and assigns to it a groupId group identifier. The group description specifies the 
security level of the group, thus restricting the access to the group and its visibility.

Alternatively, peers can join existing groups. First, the peer can look for groups match-
ing the specified description using the getGroups primitive; then the peer joins any of the 
groups returned by using the joinGroup primitive.

9.3.2.2 Managing Services

Publish: To publish an SMEPP service, the peer must basically provide its contract and 
its grounding. The contract provides descriptive information on the service, while the 

Credentials myCredentials = new Credentials("");
PeerManager peer = PeerManager.newPeer(myCredentials, configFile);

GroupDescription groupDescr1 = new GroupDescription("group1",
 new SecurityInformation(1),"Gr1");

groupId[] groupIds = peer.getGroups(groupDescr1);

gid = peer.createGroup(groupDescr1);

peer.joinGroup(gid);
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grounding provides access to the executable service (e.g., Java class). The peer then invokes 
the publish primitive to publish the service inside a group.

Contracts: An SMEPP service contract is expressed using XML and its structure is vali-
dated by an XML schema file. Briefly, a contract contains the name and the category of 
the service, signature (types, operations, events) and service type (state-less, session-less 
or session-full). The publish primitive requires a ContractType object, which can be simply 
obtained by invoking the methods exposed by the ContracLoader class.

Implementation: The publish primitive also requires the service grounding; this is the 
handle to access the executable Java service that contains the implementation of the ser-
vice. The implementation of a simple service that listens to a message myMessage that has 
a string as input should look like the following:

The service constructor inputs an instance of the ServiceManager class, which provides 
access to the functionalities reserved for SMEPP services. When the service starts, it waits 
for a myOperation invocation message, which has a string as argument or input. Note that 
the receiveMessage primitive waits until an invocation message (including the requested 

PeerServiceId psid = peer.publish(gid,
  ContractLoader.loadFromFile("myServiceContract.xml"),
  new SMEPPServiceGrounding(MyService.class),null,null);

ContractLoader.loadFromFile("myServiceContract.xml");

public class MyService implements Runnable {
  private final ServiceManager svc;
  public MyService(ServiceManager svc,
               Serializable constrValue) {
    this.svc = svc;
  }
  @Override
  public void run() {
    try {
      System.out.println("Service started!");
      while (true) {
        ReceivedMessage message = svc.receiveMessage
         ("myOperation", new Class[]{String.class});
        System.out.print("invocation received: ");
        Serializable[] data = (Serializable[]) message.data;
        System.out.println("received message = "+ data[0]);
      }
    }
    catch (InterruptedException ex) {
      //manages the catched exception
    }
  }
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inputs) for the myOperation operation is received, and it returns a ReceivedMessage object, 
which contains the identifier of the invoker (viz., a peer or [a session of] a service) and the 
data inputs of the operation, if any. The receiveMessage primitive may also input a timeout 
to wait for the operation invocation message until either a message is actually received or 
the timeout expires.

Unpublish: The provider peer keeps its services until they are unpublished using the 
unpublish primitive.

Service discovery: SMEPP services can be state-less, session-less and session-full. In the 
following, we discuss how to invoke state-less services; additional information for the other 
service types can be found in Ref. [15].

We can suppose a peer program that creates a new SMEPP peer, searches for groups that 
match a specified group description and joins one of them. Then, it invokes the getServices 
primitive to search for services that match some given requirements, specified by means 
of a QueryType object.

The first two input parameters of the getServices primitive are a group identifier groupId 
and a peer identifier peerId. groupId and peerId restrict the service discovery to the group 
groupId and to the peer peerId, respectively.

The third parameter of the getServices primitive is a QueryType object that includes a con-
tract template—that is, a partially specified SMEPP contract that describes the function-
alities that the desired services have to provide—and provides methods to customise the 
contract matching. If no QueryType object is specified, getServices searches for any services. 
A QueryType object can be obtained by invoking the loadFromFile method exposed by the 
QueryLoader class.

The getServices primitive returns the PeerServiceId identifiers of the matched services. If 
getServices succeeds, the peer invokes the desired operation of the retrieved psid service 
(e.g., myService).

Invoking services: The invoke primitive takes as input the psid identifier of the service to 
be invoked, as well as the name and the list of the parameters of the specific psid operation 
to be invoked.

peer.unpublish(psid);

PeerServiceId[] psids = peer.getServices(null,null,template,null,1);

QueryLoader.loadFromFile("myServiceTemplate.xml");

Short result = peer.invoke(psid,
                  "myOperation",
               new Serializable[]{"a parameter"});
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Since myOperation is a one-way operation, it invokes primitive returns when the invoked 
psid service does a corresponding receiveMessage of the myOperation operation. The invoke 
primitive may also input a timeout to wait for a corresponding receiveMessage until either 
psid actually calls the receiveMessage of the myOperation operation or the timeout expires. 
Operations can also be request-response; in this kind of operation, the sender waits for an 
answer from the receiver (receiveResponse), and the receiver answers the invocation using 
the reply primitive.

9.3.3 Security in SMEPP

As stated, security is a key concern in SMEPP; in this section, we highlight the main 
achievements in this area. Traditional security infrastructures cannot be easily adapted 
to EP2P systems since most of them are based on trustable servers that provide authenti-
cation and authorization. The goal of SMEPP in this area is to develop security services 
for the middleware, taking into account the constrained characteristics of these systems. 
SMEPP offers a security infrastructure for EP2P systems, which is integrated inside the 
middleware. In addition, secure routing and cryptographic protocols and primitives are 
provided inside SMEPP.

9.3.3.1 Security Primitives

SMEPP defines a set of security primitives that consider specific attacks for EP2P systems 
and devices (attacks on data aggregation, impersonation, node compromise, etc.). These 
primitives include:

•	 New non-centralised authentication and authorisation mechanisms based on 
groups.

•	 A new ID-based signature scheme. ID-based signature schemes are especially 
useful for the resource-constraint devices to provide authentication and integrity 
protection, since they are unable to support the deployment of PKI.

•	 Network audit and reporting mechanisms.

9.3.3.2 Security Implementation: Software

Security primitives and services have been integrated in the middleware. One of the most 
important innovations of SMEPP is the STAR secure routing protocol, which provides 
routing capabilities in mobile environments permitting the adaptation of the security level 
(depending on the application and/or the capabilities of the participating devices). All the 
primitives have been designed to minimise energy consumption (an in-depth analysis for 
each of the primitives is also available in the project website). The list of supported security 
primitives includes the following:

•	 Hashing (SHA-1)
•	 Message authentication code (HMAC using SHA-1)
•	 Symmetric key encryption and decryption (AES-128, CBC mode)
•	 Asymmetric key encryption and decryption (hybrid mode using ECC and AES-

128 CBC mode)
•	 Digital signature (Schnorr’s scheme)
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•	 Lightweight certificate
•	 Random number generator

9.3.3.3 Security Implementation: Hardware

Some primitives have been implemented in hardware to minimise the overhead of these 
primitives in devices with constrained resources. The most relevant hardware develop-
ments are

•	 The ORIGA chip: a low-cost authentication device based on elliptic curve cryptog-
raphy (Figure 9.5).

•	 An RFID tag supporting asymmetric cryptography: this RFID prototype is the 
first worldwide RFID tag supporting asymmetric cryptography.

9.3.4 Related Work

When choosing a middleware to develop a distributed P2P application, you can opt for a 
general-purpose middleware such as JXTA platform [18] or Microsoft’s Peer-to-Peer net-
working [19]. These platforms are not adapted to mobile devices, which nowadays is an 
important disadvantage given the relevance that mobile computing is taking. For instance, 
in Ref. [20], the authors propose the implementation of a content distribution system over 
JXTA. In recent years, some work has also been done in the field of middlewares for the 
development of applications in embedded peer-to-peer systems. To the best of our knowl-
edge, none of this work covers all the areas covered by SMEPP, such as security, peer-to-
peer communication, services and so on.

CARISMA [21] is a mobile peer-to-peer middleware that exploits the principle of reflec-
tion to enhance the construction of context-aware adaptive mobile applications. CARISMA 
models mobile distributed systems as an economy, where applications compete to have 
a common service delivered according to their preferred quality-of-service level; in this 
economy, the middleware plays the role of an auctioneer, collecting bids from applications 
and selecting the policy that maximises social welfare. Although the economic model for 
QoS proposed in CARISMA is quite promising, we miss the security issues. SMEPP could 
integrate this economic model to similarly maintain QoS in the network.

Kavadias et al. [22] present a P2P technology middleware architecture enabling user-
centric services deployment on low-cost embedded networked devices. Intelligence in 
home environment management, composed by the use of wireless communication termi-
nals, requires the presence of mechanisms for services authentication, billing, discovery 

FIGURE 9.5
ORIGA chip.



229Developing a Content Distribution System over a Secure Peer-to-Peer Middleware

© 2008 Taylor & Francis Group, LLC

and execution. The authors propose a middleware architecture, seamlessly integrating 
communication interfaces and control functions in the form of user applications.

Hwang and Aravamudham [23] describe the scalable inter-grid network adaptation 
layers (signal) middleware architecture that integrates mobile devices with existing grid 
platforms to conduct P2P operations through proxy-based systems. The approach is envi-
sioned to enhance the computational capabilities of the mobile devices by making the grid 
services accessible for these devices. Signal addresses issues related to device heterogene-
ity, low bandwidth, high latency connectivity, extended periods of disconnection and soft-
ware interoperability. The Signal middleware proposes an interface with open grid service 
architecture (OGSA) and it employs web services and Globus technologies.

Proem [24] is a mobile P2P middleware that aims to solve the problems of application 
development for mobile ad hoc networks. The main issues to be tackled in mobile ad hoc 
environments are the tolerance of the network to peer failures, the changing topology of 
the network due to the mobility of peers, peer re/connection and disconnection and the 
decentralisation of the network.

9.4 Design and Implementation

SMEPP is based on peers, groups and services. Hence, the first step in the implementation 
of our content distribution system is to identify the functionality that will be performed by 
peers and the functionality of the services, in a way that they successfully cover the func-
tionality required by the proposed system. COINS provides a mechanism to form coali-
tions and to reward, but it can be implemented in different ways, according to the different 
P2P architectures (centralised, pure or hybrid), since the Rb value can be stored in a central 
trusted server, calculated using gossip-style algorithms [25] or stored using a hybrid P2P 
network, for instance. The same goes for content discovery. Hence, the second and third 
steps will be to explain the implementation of these two subsystems, respectively, content 
discovery and incentive management, where we opt for a fully distributed or pure P2P 
approach. Finally, in the fourth and last step, we put it all together to have an overview of 
complete implementation.

9.4.1 Step 1: Peer and Service Code

In our approach, each peer works simultaneously as a participant, manager or down-
loader, and therefore this functionality must be included in the peer code. Furthermore, in 
SMEPP, services are offered inside groups, and therefore before publishing services (that 
still are not defined), peers will have to join a group. In the design stage, services have to 
be modelled, and therefore the functionality that will be provided by services has to be 
separated from the functionality of the peer. A practical exercise is to write in a table the 
functionality of the application and organise it (Table 9.2).

As shown in Table 9.2, different behaviours will not need different peer codes. We will 
use a single peer code that will receive as input the SMEPP’s peer configuration file1*. The 
peer will have to be able to raise the new download event; this is to start a download. This 
can be easily offered through a simple GUI. Every peer will have to offer the same services: 

* As explained in Section 9.3.
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at least we need one to download and one to upload (together implement the coalition 
protocol) and one more to implement the incentive mechanism.

To decide the functionality of the service or services, we need to understand the proto-
col, that is, the messages that peers send and receive to perform a download. The following 
diagram shows a simplified version of the messages sent between the different peers in a 
download. These steps were introduced in Section 9.2.1, and are summarised and simpli-
fied in Figure 9.6.

Basically, a service is a thread that waits for the different messages, or operation invoca-
tions, runs the corresponding code and probably answers the message or operation. As 
seen in Section 9.3.2.2, operations can be one-way or receive-response. It is very useful to 
determine the message that each service will be responsible for, and if the peer or another 
service is the invoker. This is summarised in Table 9.3 (for the sake of simplicity, operations 
are the ones shown in the simplified diagram). This information is written in the service 
contract, which essentially contains the operations and their parameters.

To sum up, we propose to model COINS using three different services:

•	 Coins protocol service: This service enables the download and the manager 
functionality.

•	 Sharing service: This service encapsulates the functionality of the participants.
•	 Incentive mechanism service: This service is responsible for enabling the update and 

the query of the Rb value of each peer.

9.4.2 Step 2: Content Discovery Service

As has already been mentioned in Section 9.2, the content discovery is responsible for find-
ing the peers that provide a specific file in the network. Different content distribution sys-
tems implement this in different ways; for instance, BitTorrent [11] uses the torrent file that 
the user has to obtain, typically using search engines. Emule [10] stores this information in 
servers, and allows the user to search among them (hybrid). In COINS, service discovery 
can also be implemented in different ways; we opt for a full distributed content discovery 
taking advantage of SMEPP’s service discovery.

As stated, SMEPP generates a key for each service that is published, by the hash of its 
contract. We can define a template contract file, such as Figure 9.7, just by setting a different 
profile name for each file. This way, if a peer publishes this contract, it means that it is shar-
ing the file, and the content discovery is implicitly performed by the middleware’s service 
discovery. This way, if two peers share the same file, they will publish the same contract, 

TABLE 9.2

Behaviours and Functionality

Participant Manager Downloader

Peer code New peer
Join group
Publish services

New peer
Join group
Publish services

New peer
Join group
Publish services
New download event

Service code Wait coalition offer
Evaluate offer
Upload the file part

Wait management offer
Evaluate offer
Find participants
Form a coalition
Upload the file part

Find file
Select manager
Download the file
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which will result in the same key and therefore the same responsible peer. Thus, peers that 
share the same file will publish the same service on the same peer.

9.4.3 Step 3: Responsiveness Bonus Management Service

The incentive mechanism proposed in COINS requires the implementation of a service that 
is able to update and query the Rb value of any peer. Rb represents the overall contribution 
of a peer, and therefore it has to be updated each time a peer participates in a coalition (as 

1: MGR_offer
2: Calculate bw offer

6: Calculate bw offer

3: Reject offer

7: Reject offer

[! done]

[else]

[else]

alt

[bw offered = 0]
alt

5: Coalition offer
4: Accept offer

9: Task assignment

10: Set task

loop
11: Data

14: Coalition checking

15: Update Rb

12: Data

13: Coalition ack

8: Accept offer

[bw offered = 0]

ParticipantManagerDownloader

FIGURE 9.6
Simplified sequence diagram.



232 Distributed Networks

© 2008 Taylor & Francis Group, LLC

a downloader or as a participant or manager; typically, the former will decrease the Rb and 
the latter will increase it). In addition, every time a manager sets up a coalition for a down-
loader, it has to query the downloader’s Rb, to determine the bandwidth that the coalition 
will provide. As in the case of content discovery, there are several choices to implement 
this. We can opt for a centralised storage server, or the pure distributed scenario using 
distributed consensus algorithms or storing this information among peers.

As anticipated, we opt for the distributed scenario. We take advantage of the structured 
overlay network in a similar way as for the approach of the implementation of content dis-
covery. The central idea is that every peer has to delegate the task of storing and updating 
its Rb value to another peer. Using the unique identifier of the peer and a hash function, 
a peer can find the peer responsible for storing the value of any other peer in the net-
work. The Rb management functionality is encapsulated into a service; this service will 
be responsible for storing and updating a peer’s Rb. When a peer joins the group, it must 
publish an Rb service with its ID (as was proposed for files in content discovery). To update 
or query an Rb, a peer just needs to invoke the middleware primitive getServices, specifying 
the ID of the peer that wants to update or query in a contract template.

TABLE 9.3

Service Operations/Messages

COINS Protocol Service Type Invoker

Manager offer (1) One-way Downloader—coins service
Offer answer (3/4) Receive-response Participant—sharing service
Coalition Acknowledge (13) One-way Downloader—coins service
New Download (0) One-way Peer code

Sharing Service Type Invoker

Coalition offer (5) Receive-response Manager—coins service
Cancel One-way Manager—coins service
SetTask (10) One-way Manager—coins service

Incentive Mechanism S ervice Type Invoker

Query Rb Receive-response Manager—coins service
Update Rb One-way Manager—coins service

FIGURE 9.7
File shared sample contract.
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9.4.4 Step 4: All together: Implementation

This closing section pulls together what has been presented in the previous sections or 
steps. As stated in Section 9.4.1, the SMEPP implementation of COINS requires the peer 
code and the service code, which are shown in the following sections.

9.4.4.1 Peer Code

Each SMEPP peer starts invoking newPeer. Then, to be able to invoke services, it must join 
the COINS group, and then, it has to publish the services (Figure 9.8).

FIGURE 9.8
Peer code.
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9.4.4.2 Service Contracts and Code

In Section 9.4.1, COINS was modelled based on three services, showing the different opera-
tions each service should offer. As introduced in Section 9.3.3.2, services need an SMEPP 
contract and its grounding. According to this, the contract of the COINS service should 
look like as shown in Figure 9.9.

The service code has to wait for the invocation of any of the messages or operations 
and performs the corresponding actions, similarly to the example code presented in 
Section 9.3.3.2 that implements myService. In Figure 9.10, the service code for operation 
ManagementOffer is illustrated; this is the first operation received by the manager that 
starts the coalition formation algorithm.

To sum up, SMEPP simplifies the implementation of this kind of application, as the 
above code shows not only by abstracting the underlying complexity but also by offering 
an efficient look-up mechanism for file discovery. Moreover, it tackles the security issues 
internally, without additional effort.

9.5 Deployment and Validation

The proposed implementation has been tested on a small scale in lab tests. However, the 
scalability and the performance of the application are given by the middleware, SMEPP, 
the scalability of which has already been validated and whose performance has already 
been measured. Since our algorithm does not cause any overhead, larger tests were found 
to be unnecessary. In addition, SMEPP middleware had already been validated with two 
applications: an e-health telephony application and a radiation monitoring application 
for nuclear power plants. Also, a live streaming application was developed to test perfor-
mance in more stressing scenarios. Detailed results of these tests and the applications can 
be found in Ref. [26].

Regarding deployment, to run this SMEPP application, you need to instal it on different 
devices that will form the P2P network. These devices must be equipped with some kind 
of connectivity, and at least 2.5 Kbytes of RAM and 50 Kbytes of ROM (including middle-
ware and application) in the SMEPP version for sensor networks. In in-lab tests (Intel core 
2 DUO 2.93 GHz and 4 GB RAM), the application performed well; the profiler in Figure 
9.11 shows that less than 20 MB of heap memory is needed to run the application.

Our SMEPP application just needs this and a light database to save permanent data (in 
this version, a text file is enough), and the SMEPP middleware, which is included within the 
application jar file. The application offers a GUI, shown in Figure 9.12, through which the user 
will be able to look for, find and join SMEPP groups; once the peer joins the COINS group, 
the interface allows them to share, search for and download files shared within the group.

9.6 Discussion and Challenges

Trends in distributed computing have been shifting from the pure distributed approach 
to the hybrid and centralised approaches over the last decade. This has also been reflected 
in file sharing applications, which of late have found a reliable partner in hosting servers, 
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FIGURE 9.9
COINS service contract.
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FIGURE 9.10
Service code example.
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FIGURE 9.11
Profiler. (a) Memory heap (total and used); (b) memory (garbage collector); (c) threads (current and maximum).
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leaving aside P2P proposals. But VoIP and mainly video streaming applications have kept 
P2P alive despite trends towards centralisation. Curiously, the centralisation and the use of 
servers in the first P2P file sharing application (Napster) caused its downfall, not because 
of performance, but rather for sharing of copyrighted content. However, this was not a 
problem for hosting servers, until Megaupload was shut down in January 2012 by the U.S. 
courts and the FBI after 7 years of existence. Hence, file sharing has returned to the dis-
tributed approach. As seen, these shifts are not promoted by researchers, and are mainly 
guided by the legal issues surrounding them. Here, two trends appear, one that tries to 
guarantee author rights and one that tries to guarantee user’s privacy, and both of them 
are challenges in P2P.

P2P is still one of the hotter technologies on the Internet, but despite the huge variety 
of applications it has been proposed for, and indeed used for, none have proliferated or 
triumphed beyond file sharing applications. One of the reasons for this lack of applica-
tions may lie in the difficulties in the development stage of P2P, owing to a lack of suitable 
frameworks or middlewares capable of adapting to application constraints. General-
purpose frameworks, such as JXTA and Microsoft P2P, may be hard to learn and the ben-
efit of the provided flexibility is paid for with a worse performance. Opting for a specific 
domain solution can also be discouraging since there are a wide range of approaches and 
proposals that should also be analysed and may also be hard to learn. In this sense, a stan-
dardised solution should be adopted to facilitate the choice of which P2P middleware best 
fits the application’s requirements. Even though the community has been clamouring for 
standardisation in P2P almost from its conception, it is currently still to come.

P2P still has many challenges ahead; we find particularly important those associated 
with the development, where a trade-off between flexibility, abstraction, adaptability and 
performance must be found. File sharing remains the main application of P2P, but it also 
has open issues like those related to legality. In our solution, we use SMEPP middleware 
to implement a formally proved, fair coalition system that guarantees the system’s health. 
We show how using a specific domain middleware, such as SMEPP, eases the burden on 
the developer. Nevertheless, SMEPP provides tools, guides and examples all of which are 
useful for developers who are new to the application development of SMEPP; moreover, 

FIGURE 9.12
Application GUI.
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this work can be taken as a starting point. It helps in understanding the level of abstraction 
offered by SMEPP and required by applications, showing how to model the file sharing 
system as a service-oriented distributed application.

9.7 Conclusion

In this chapter, we presented the implementation of a content distribution system using 
SMEPP middleware. Our mechanism, COINS, is based on game theory and takes into 
account the rational and self-interested behaviour of peers. The central idea is that incen-
tives encourage participation; each time a participant contributes in a coalition, they receive 
a reward. The fairness of the rewards division within a coalition is guaranteed by means 
of the game theory concept of core. These rewards are accumulated in the Responsiveness 
bonus, which represents the overall contribution of the peer to the system, and this is used 
to increase or decrease the quality of service for the downloads the peer performs. This 
way, our approach manages to promote cooperation and therefore reduces the free-riding 
phenomenon. Moreover, simulations showed that download times are improved.

As mentioned, P2P content distribution systems are complex systems that require a con-
siderable amount of work in their development. When addressing the implementation of 
distributed applications, it has been demonstrated that the use of a middleware simpli-
fies the implementation issues. We proposed the use of SMEPP, a secure middleware for 
embedded peer-to-peer, which brings two advantages in addition to the ease of the devel-
opment: on the one hand, the security is built-in, so we can easily develop our incentive 
mechanism without worrying about security concerns, and on the other, we can use the 
application not only on PCs or servers but also in mobile devices, which is quite interesting 
given the popularity and the intensive use of these devices nowadays.

In this chapter, we have proved the suitability and the advantages of using a P2P middle-
ware, and we have demonstrated that our mechanism can be developed as a real distrib-
uted application. We have shown how to use the middleware and how to implement our 
proposal using the middleware. We have presented the design and implementation of the 
system, in a tutorial style, discussing the main design issues. For instance, we have shown 
the implementation of the fully distributed content discovery that takes advantage of the 
middleware’s service discovery, which greatly eases the implementation.

References

 1. PPLive [Online] http://www.pptv.com/en/index.html. Last accessed 01/07/2012.
 2. TVAnts [Online] http://tvants.es/. Last accessed 01/07/2012.
 3. Saroiu, S., Gummadi, P.K. and Gribble, S.D. Measurement study of peer-to-peer file shar-

ing system. In: Kienzle, M.G. and Shenoy, P.J. (eds), Multimedia Computing and Networking, 
pp.  156–170. SPIE, San Jose, CA, USA. 2002.

 4. Handurukande, S.B., Kermarrec, A.-M., Le Fessant, F., Massoulíe, L. and Patarin, S., Peer shar-
ing behaviour in the edonkey network, and implications for the design of server-less file shar-
ing systems. SIGOPS Operating Systems Review, 40, 359–371, 2006.



239Developing a Content Distribution System over a Secure Peer-to-Peer Middleware

© 2008 Taylor & Francis Group, LLC

 5. Belmonte, M.V., Díaz, M., Pérez-de-la-Cruz, J.L. and Reyna, A. COINS: COalitions and 
INcentiveS for effective Peer-to-Peer downloads. Journal of Network and Computer Applications,  
36, 487–497, January 2013.

 6. Belmonte, M.V., Díaz, M. and Reyna, A. Coalitions and incentives for content distribution over 
a secure peer-to-peer middleware. In AP2PS 2011, The Third International Conference on Advances 
in P2P Systems, pp. 71–78, 2011.

 7. Díaz, M., Garrido, D. and Reyna, A. SMEPP and the internet of things. In Workshop on Future 
Internet of Things and Services. CD.ROM, 2009.

 8. Bertsekas, D., Gallager, R. and Humblet, P. M.I. of Technology. Center for Advanced Engineering 
Study. Data Networks. New York, USA: Prentice-Hall, 1987.

 9. Karakaya, M., Korpeoglu, I. and Ulusoy, O. Free riding in peer-to-peer networks. Internet 
Computing, IEEE, 13, 92–98, 2009.

 10. Kulbak, Y., Bickson, D. et al. 2005. The Emule protocol specification. http://www.cs.huji.ac.il/
labs/danss/p2p/resources/emule.pdf. Last accessed 01/07/2012.

 11. Cohen, B. BitTorrent protocol specification. http://www.bittorrent.org/beps/bep_0003.html. 
Last accessed 01/07/2012.

 12. Garbacki, P., Iosup, A., Epema, D. and van Steen, M. 2fast: Collaborative downloads in p2p 
networks. In Peer-to-Peer Computing, IEEE International Conference on, pp. 23–30. IEEE Computer 
Society, Los Alamitos, CA, USA. 2006.

 13. Karakaya, M., Korpeoglu, I. and Ulusoy, O. Counteracting free riding in peer-to-peer networks. 
Computer Networks, 52, 675–694, 2008.

 14. Mekouar, L., Iraqi, Y. and Boutaba, R. Handling free riders in peer-to-peer systems. In Agents 
and Peer-to-Peer Computing: 4th International Workshop, AP2PC 2005, Utrecht, The Netherlands, 
July, pp. 58–69. Springer-Verlag, New York, USA. 2006.

 15. Díaz, M., Garrido, D., Reyna, A. and Troya, J.M. SMEPP: A secure middleware for P2P systems. 
In: Horizons in Computer Science, Thomas S. Clary (ed.), vol. 3. Nova Publisher, London, UK. 2010.

 16. Brogi, A., Popescu, R., Gutiérrez, F., López, P. and Pimentel, E. A service-oriented model for 
embedded peer-to-peer systems. In Proceedings of the 6th International Workshop on the Foundations 
of Coordination Languages and Software Architectures, Lisbon, Portugal, 8 September 2007.

 17. Stoica I., Morris, R., Karger, D.R., Kaashoek, M.F. and Balakrishnan, H. Chord: A scalable peer-
to-peer lookup service for internet applications. In SIGCOMM, pp. 149–160, 2001.

 18. JXTA web. http://jxta.kenai.com/. Last accessed 01/07/2012.
 19. Microsoft P2P Networking web. http://technet.microsoft.com/en-us/network/bb545868.

aspx. Last accessed 01/07/2012.
 20. Kim, Y. and Ahn, S. A reliable contents distribution middleware system for peer-to-peer net-

works. In International Conference on Information Networking (ICOIN), pp. 442–446, IEEE, 2012.
 21. Capra, L., Emmerich, W. and C. Mascolo. CARISMA: Context-aware reflective middleware sys-

tem for mobile applications. IEEE Transactions on Software Engineering, 29(10), 929–945, 2003.
 22. Kavadias C.D., Rupp S., Tombros S. L. and Vergados D.D. A P2P technology middleware archi-

tecture enabling user-centric services deployment on low-cost embedded networked devices. 
Computer Communications 30, 527–537, 2007.

 23. Hwang, J. and Aravamudham, P. Middleware services for P2P computing in wireless grid net-
works. Internet Computing, IEEE, 8(4), 40–46, 2004.

 24. Kortuem, G. Proem: A middleware platform for mobile peer-to-peer computing, ACM 
SIGMOBILE Mobile Computing and Communications Review, 6(4), 62–64, 2002.

 25. Boyd, S., Ghosh, A., Prabhakar, B. and Shah, D. Randomized gossip algorithms. IEEE Transactions 
on Information Theory, 52(6), 2508–2530, 2006.

 26. SMEPP Project. http://www.smepp.net/. Last accessed 01/07/2012.





© 2008 Taylor & Francis Group, LLC

Part III

Applications and Trends in 
Distributed Enterprises





243© 2008 Taylor & Francis Group, LLC

10
User Activity Recognition through Software Sensors

Stephan Reiff-Marganiec, Kamran Taj Pathan and Yi Hong

10.1 Introduction

Context-aware systems have been investigated for quite a while, and there are many 
aspects of such systems that are readily used today. Typical systems often provide location-
aware services to users (such as targeted advertising for mobile users through SMS (short 
message service) messages offering discounts at restaurants in the vicinity of the user). 
However, sensing the activity of the user (i.e., what a user is doing) has been very hard 
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to tackle. Most of the context gathering is achieved through the use of  hardware  sensors 
(e.g., tracking devices). The systems based on software sensors only process the user data 
according to the websites visited or the relevant documents [1–3] or tell the online status 
[4], which is either updated by the user or automatically through logging in or out. The 
activities a user undertakes otherwise are not understood. Some of the advertising ser-
vices (such as Google in its Gmail interface [5]) look at the description and subject of the 
email and advertise, no matter whether that advertisement is relevant to the users in their 
given situation and hence possibly missing the intention of advertising.

A typical understanding of a sensor is ‘a device that converts a physical phenomenon 
into an electrical signal. As such, sensors represent part of the interface between the physi-
cal world and the world of electrical devices, such as computers’ [6]. This view has a very 
 hardware-oriented angle. Hardware sensors typically measure a specific phenomenon such 
as a GPS (global positioning system) location or the ambient temperature. However, they 
could be more complex; for example, a camera might track a user’s position and, through a 
connection to models, can identify whether a user is sitting or standing or even where on a 
screen he is looking. It should be said that for the latter to work, complex setups are needed, 
and hence a high cost occurs with the deployment of hardware sensors. In addition, it is 
not really possible to conclude what exactly a user is doing: they might look at their email 
client, but are they reading private or work emails, and which work project does the email 
relate to? This is especially relevant in a world with knowledge workers working on many 
projects simultaneously, answering emails and phone calls relating to each of these rather 
than just focusing on one task. Understanding the time spent on specific tasks automati-
cally could lead to very fine-grained understanding of the time projects take and hence will 
allow for very precise invoicing to clients and good predictions for efforts for new projects.

Returning to the view of sensors as devices that capture some physical phenomenon, 
one could argue that it is a very narrow view. And indeed, a sensor could also be software, 
as long as it acquires data that capture real-world snapshots [7].

In today’s world, there is much exchange of messages between users and the networked 
applications that they use; in the context of service-oriented computing, this exchange often 
involves structured messages defined in SOAP (simple object access protocol), which contain 
data on the service invoked, the operation of those services requested and possibly a payload 
of attributes sent to the service or received in reply. Using software sensors, we can capture 
this wealth of data and put it to use in understanding a user’s activities as well as in supple-
menting data gathered from hardware sensors. The challenge is to ensure that the raw data 
will be converted into structured data (typically populating a context model) where it then 
becomes knowledge, which can further be reasoned about using some inference mechanism.

For example, if a user is using a calendar service and is sending data for adding an event, 
the data sent will make explicit that it is an AddEvent request to a calendar, and possi-
bly one can even see details such as the title of the event, the time (from–to), the location, 
invited participants and so on. These data are carried through a SOAP message and is usu-
ally interpreted by the receiving service. Our approach is to extract those data and store 
them in an RDF (resource description framework) triple form so that automatic reasoning 
can be performed. For example, from event data obtained from a calendar, weather/traf-
fic conditions of the location and the location of a speaker, one could deduce whether the 
event is likely to start on time.

For this to work effectively, we need to (a) be able to capture the SOAP message and 
extract data from it and (b) instantiate and update an ontology with new data. This chapter 
addresses both aspects. We discuss the data extraction and introduce a mapping method-
ology that can map data from the XML (extensible markup language) payload in SOAP 
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messages to an existing OWL (web ontology language) ontology and update the instances 
along with the hierarchy it is based on should there be a need. The latter is building on 
work presented in Ref. [8]. To place this methodology in context, the respective context 
model detailing the data model to store and process the data and the infrastructure for 
context-aware systems using software sensors to sense the activity context is also pre-
sented. Figure 10.1 shows the overall architecture employed in our work, with this chapter 
focusing on the sensors and context acquisition aspects shown in the figure.

This chapter is structured as follows: Section 10.2 will discuss the developments of sen-
sors, context models and XML to OWL mappings. We will then present our adopted (and 
adapted) context model and discuss design considerations and knowledge generation by 
reasoning in relation to the model in Section 10.3. The following two sections (Sections 
10.4 and 10.5) introduce the data extraction and the data mapping methodology, which are 
then applied to an example in Section 10.6. We conclude with a summary and an outlook 
on future directions and open questions in Section 10.7.

10.2 Background

There has been a growing interest in context-aware systems, significantly fostered by the 
way in which people use computing devices these days. In an always-connected, always-
on environment with smart phones and other mobile devices making their way into our 
lives in ways overshadowing the impact of desktop and home computing, there is a desire 
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by  manufacturers to provide differentiating features and by users to seek ever new appli-
cations and services. In addition to context-aware systems, a number of other terms have 
been used, and these are often overlapping when it comes to end-user systems. Ubiquitous 
computing [9] or pervasive computing [10] refers to the collective use of computers avail-
able in the physical environment of users, perhaps embedded in a form invisible to users 
representing a vision for putting computers out into the everyday life and environment, 
instead of representing the environment in the computers. Looking at embedded comput-
ers in cars and Internet-enabled TVs and refrigerators, this is already much of our daily 
reality now, seeking new ways of making the user’s life easier. Sentient computing [11] 
refers to systems ‘using sensors and resource status data to maintain a model of the world, 
which is shared between users and applications’. As such, systems try to build a model of 
a part of the world from sensory information about the user’s circumstances and environ-
ment. This idea is very closely related to context-aware computing, but with an emphasis 
on the world model [7].

Existing context-aware middleware and applications provide and exploit various types 
of contextual information about location, time, user activities, user’s preferences, profiles 
of users, devices and networks and so on [12–14]. Projects such as ECOSPACE [15] or inCon-
text [16] provide middleware platforms, taking the context-aware applications into collab-
orative work environments.

What is common in all these applications is a need to gather context data as the most 
basic information to drive the whole system structures. Of course, it is not just gathering 
these data, but also storing them in ways that allow knowledge generation. We will now 
look at the aspects that are most pertinent to the work presented: sensors, context models 
and data to knowledge mapping (for XML and OWL).

10.2.1 Sensors

According to Klein, a sensor is a transducer (front-end hardware) that ‘converts the energy 
entering its aperture into lower frequencies from which target and background discrimina-
tion information is extracted in the data processor’ [17]. Likewise, very physical definition 
is provided by ‘A sensor is a device that converts a physical phenomenon into an electrical 
signal. As such, sensors represent part of the interface between the physical world and the 
world of electrical devices, such as computers’ [6]. Interestingly, the latter continues to take 
this full circle, by also considering the way the sensing system can influence the environ-
ment: ‘The other part of this interface is represented by actuators, which convert electrical 
signals into physical phenomena’ [6].

However, more generically, a sensor is a device (in the widest sense) that can acquire 
data about the environment. In that wider sense, sensors might be hardware or software, 
or indeed the combination of both. So, for example, a location tracking device or the com-
puter clock accessed using an operating system function would both be considered sen-
sors (one for location, the other for time) [7].

Using sensors to gather context information, also called context sensing, refers to the 
process of acquiring context information. Ferscha et al. [18] define two types of context 
sensing mechanisms:

•	 Event-based sensing monitors the environment for occurrence of events and sends a 
notification to the applications upon detection of an event.

•	 Continuous sensing explores the real-world information continuously and provides 
streams of observations.
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Both these types have advantages and disadvantages and one might be more suitable 
than the other in specific scenarios. Considering sensing the context of a taxi as an exam-
ple, one could say that the location of the taxi is best sensed in a continuous fashion (as it 
constantly changes if the taxi is moving) while the fact whether the taxi is occupied or not 
is more event based (a passenger getting in or out). There are a number of interesting ques-
tions regarding handling the data amounts occurring in such settings. For complex event 
processing, Ref. [19] is being employed to deal with streaming data, and the work in Ref. 
[20] focuses on determining ways to provide sensor data to applications with essentially 
zero latency.

In general, when considering continuous sensing, there are questions as to how often 
sensors shall be polled or at what frequency data should be sent—sending all information 
to all users is not possible due to the vast amount of data generated. What makes this more 
complex is that context is more or less dynamic. Consider, for example, locations: these are 
very dynamic for a person but quite stable for a desktop device or printer, and absolutely 
fixed for rooms. The current approach is to preset different polling rates by the user or 
by the application at the start-up [21]. These polling rates are based on people’s experi-
ences. Brewington and Cybenko [22] developed a formal model for monitoring informa-
tion sources by using previously observed information lifetimes to estimate change rates. 
Their model was developed for web pages but is applicable to many information-moni-
toring problems, including context sensing using software. More recent complementary 
work formalised a push–pull architecture with a filtering mechanism that specifies when 
services or sensors should deliver certain types of information [23]. Context-sensing tech-
niques need to be reliable and robust, which is sometimes very hard to achieve: consider 
active badges [24] as an example. If the badge is not worn by the user but left in the office, 
then the location determined by the system will be false. This requires systems to be built 
in such a way that information has lifetimes (old context data are probably less reliable), 
confidence of correctness (some data are more trusted) and redundant (several sensors 
should provide insight that jointly allows one to arrive at conclusions).

A study by Clarkson [25] looked at gathering data using sensors in real life with a view 
to identifying patterns. Data were collected using two cameras, a microphone and an ori-
entation sensor worn by a user for 100 days—all of these are, of course, again hardware 
sensors. Quantitative analysis techniques were used to extract patterns in daily life show-
ing that a ‘person’s life is not an ever-expanding list of unique situations’ [25], but that there 
is a regularity in daily life’s situations. Such regularity is, of course, what allows for data 
mining and reasoning techniques to generate knowledge from context data successfully.

As we mentioned earlier, systems based on software sensors are very rare—and often 
they are about adapting websites or using online status information, rather than the much 
wider use of and more rigid definition of sensors proposed here. Existing work uses user 
data based on websites visited or relevant documents [1–3], which are automatically gath-
ered, for example, through shared cookies. In case of using online status [4], the user will 
either have to update this manually or it is changed through logging in or out. In the 
Mobisaic web information system [26], context information is extracted from the dynamic 
URLs, allowing for documenting which web pages change automatically by looking at the 
change of other variables.

10.2.2 Context Models

A well-defined data model helps with aspects of processing and storing data more effec-
tively, and this also holds for a context-aware system. The data concerned here are, 
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of course, context data, which have a complicated structure and intricate links that are 
often exploited not only by the structure of the data model but also by superimposed 
reasoning rules that generate the more interesting knowledge. Additionally, the system 
is often distributed, so different parts of the system that might have been written inde-
pendently will access and store data in the same data store. There are several models in 
existence, often specialised on the main context aspects that the researchers are concerned 
with. Furthermore, the approaches use different modelling techniques, leading to distinct 
advantages, making comparison more complex. We will now look at a number of models 
used to represent, store and exchange context data.

Schilit et al. [27] used key–value pairs to model the context by providing the value of a 
context entity to an application as an environment variable. Markup scheme models are 
based on a hierarchical-based data structure, which extends on this simple model by using 
tags with attributes and content. They are usually based upon XML-type languages such as 
RDF/S (RDF Schema) and have the advantage of easy tool access, but lack of formality and 
expressiveness. The unified modelling language (UML) is a language to model the context 
using UML diagrams. Bauer et al. [28] and Henricksen et al. [29,30] defined a context model 
for in air traffic management in a graphical way using UML. The resulting object-oriented 
models provide encapsulation and reusability, where object-level details are encapsulated 
(hidden) to other components. A first logic-based context modelling approach has been 
published by McCarthy [31], introducing context entities as abstract mathematical entities, 
which are helpful in artificial intelligence. Ontologies are commonly used to specify con-
cepts and their interrelations [32] and context models based on ontologies have been first 
proposed by Otzturk and Aamodt [33] and have since proven to be useful and popular in 
this domain.

Ref. [33] proposed an ontological model because of a need to normalise and combine 
knowledge from various domains and thus formalise it and allow one to reason about 
the knowledge. The context of this context model was not context-aware systems, but 
rather a psychological study depending on contextual information. The CoBrA system 
[34] uses a broker-centric agent architecture to provide runtime support for intelligent 
meeting rooms. It offers a set of concepts based on ontologies to characterise entities such 
as places, persons and objects. Most of this work focuses on describing people and their 
locations; it also considers time. However, it does not consider the activity or the motiva-
tion (the why).

Gu et al. [35] also followed an ontology-oriented approach by developing a generic con-
text ontology. This model is quite complete in its own way, but it lacks division in the 
upper and lower ontologies. This decision, trivial as it might sometimes seem, allows 
one to distinguish generic concepts from more domain-specific ones and thus eases 
specialisation of ontologies. For example, in contrast to our work, activity context is not 
considered in much detail in their work. However, activity context is a very rich source 
of information for advanced adaptation as was shown for collaborative systems in the 
inContext project [16].

What has crystallised over the last decade is that ontology-based approaches for context 
modelling are very promising as they offer the needed structure, while providing ease of 
extensibility and reusability. All this is provided at a level of formality open to reason-
ing while still providing simplicity offering a good understanding of the models. There 
are a number of standard languages for defining ontologies, predominantly OWL, which 
provide ready access to tools and also readily tie in with web services (in fact, research on 
semantic web services uses OWL at its heart to introduce semantics to what are otherwise 
just syntactically described services).
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10.2.3 XML to OWL Mapping

One need specific to software sensors is the need to convert from data observed in struc-
tured forms to other structured forms. Specifically, we require methods that can map data 
from XML payloads in SOAP messages to OWL ontologies. There is existing work address-
ing the problem of mapping from XML schemas to OWL ontologies (or their respective 
RDF descriptions). This work falls into two broad groups: work that creates ontology mod-
els based on the XML schemas [36,37] and work that matches an XML instance document 
into a related pre-existing ontology [38]. This body of work provides a sound understand-
ing of the relation between elements in XML and their ontological counterparts, and we 
summarise the key relations in Table 10.1 and Figure 10.2.

This existing work maintains the class hierarchy given through the tree structure of the 
XML documents without maintaining their actual structure. In relation to our work, these 
issues become somewhat preliminary as they might help to establish the initial ontology 
models. The second benefit is the conceptual relation of the concepts. However, for our 
work, we wish to reuse existing context models and are more concerned with mapping the 
actual XML instance data into the context model. For this we need, and this is a contribu-
tion presented later, a way to identify the right model element to assign data to and map 
the actual data. We also do not wish to extend the ontology model with new concepts, but 
rather keep that stable, while at the same time being able to insert as much information 
on XML schemas that are encountered as part of service exchanges. Thus, the problem 
addressed here is more concerned with matchmaking at a vocabulary rather than struc-
tural level, and hence the need to use a lexical database, such as WordNet [39], arises, so 
that we can check and acquire the results accordingly.

TABLE 10.1

Relationships between XML Elements and OWL Elements

XML OWL

Represented by trees with labelled nodes Represented by triples (i.e., subject–predicate–object)
Tree structure Concept hierarchy
Schema Model
Instances Instances
<tag> Resource/literal (depends if the tag has a value)
Nested tags Resource with object properties (if the tag has no value)

< >

< >

< >

</>

</>

</>

Class

Instance

Property

XML OWL

FIGURE 10.2
Mapping XML elements to OWL.
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10.3 Context Model and Reasoning

Context modelling specifies the context-related entities and relationship and the con-
straints between each other. Taking an example of our scenario, a user’s activity could be 
derived from his profile, calendar, timetable and email services. A context model provides 
the structure and methods to process the context data, which can be saved for later use. 
Context is quite wide ranging and includes, for example, a user profile information, the 
user’s location or planned activities, but generally it is quite varied [14]. After acquiring the 
user’s context, data need to be stored (at least while it is valid and of use), it will be reasoned 
upon or mined to extract knowledge to provide information needed by the context-aware 
systems or its users. A number of context-aware computing applications need information 
to be exchanged between entities, which might be user or services, and the context model 
should also support that interoperability.

We presented a generic semantic model for use with software sensors in a service-based, 
context-aware environment. It provides general upper-level classes, properties and rela-
tions between them so that lower ontologies can easily be created for particular domains. 
Such a generic model of context is beneficial for systems or services that are interacting 
with each other and the end users, who ultimately try to accomplish their daily tasks more 
easily in the context-aware environments utilising software sensors. The use of standard 
representation languages makes sharing, reuse and extension of context models and con-
text data easy. In addition, the model provides the ability to infer new knowledge from 
gathered context information.

The generic model of context presents the context in a form that provides general-
level upper classes, properties and relations such as Place and Resources capturing 
the aspects that are always useful when considering context information, independent of 
domain. These can then readily be extended using lower ontologies for specific domains, 
maintaining the overall structure and relationships (if one wants, conservatively extend-
ing the model). The model will allow the retrieval of knowledge, which will be at higher 
levels of abstraction than the data gained from the sensors; when considering activities, we 
like to obtain information on the ‘situation’.

10.3.1 Design Considerations

The semantic web provides standards for structural, syntactic, meta-data and ontology 
languages. We have selected OWL to develop our context model because it is an inter-
national standard for information representation with good tool support. OWL allows 
interoperability between systems and services, provides inference mechanism by provid-
ing additional vocabulary, and defines taxonomies, properties, relations and constraints. 
The fundamental concept for context organisation in context-aware systems is W4H [40]: 
who, where, when and what, which are according to context entity, place, time and activ-
ity, respectively, and how (the devices used). Essentially, W4H contains all the questions 
one might ask about the context. The ‘where’, that is, location, has seen much attention in 
terms of its use and acquisition. This has resulted in great successes with most current 
context-aware applications in fact being location-aware applications. ‘When’ is, time zones 
apart, fairly trivial. Both ‘Who’ and ‘How’ are often captured by people and resource 
profiles—however, these two ideas can be more complex. Our model, not surprisingly, 
includes classes for all these concepts. However, with the devices getting more personal, 
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we decided to consider how and who together as part of our entity class. Thus, we identify 
four main high-level components of context for our model:

Entity (who and how): An entity that performs some action and can be an actor, an 
organisation or an object (machine or another service, etc.).

Place (where): A place is the physical location in a pervasive environment.
Time (when): The time is usually tagged against interactions and observations in the 

system.
Activity (what): Any information that allows the capture of the user’s activity occurs 

in this category.

We are most interested in the activity context here. However, this is interlinked with 
other areas of context. For example, two people might be meeting in an office or in a bar—
obviously, in both cases, they have a meeting (or a discussion); however, in the former case, 
it is most likely work related, while in the latter, it is more likely to be of a social nature 
(especially if it is after work hours). So, the location and time lets us infer the nature of the 
activity. In the light of this, we cannot just look at a subsection of the context model, but 
rather require an overview of the whole model.

10.3.2 Context Model

An overview of the proposed context model based on the considerations above and 
inspirations from the literature is presented in Figure 10.3. The main inspiration of our 
context model is based on the ontology by Gu et al. [35], which provides a vocabulary 
for representing knowledge about a domain and for describing specific situations in a 
domain. However, their structure addresses taxonomies that are closely related with 
the more traditional physical sensors and hence provide a gap for our research. As we 
are dealing here with software sensors, we have adapted some links to suit our needs 
more closely and expanded specific areas of the ontology. Other inspiration came from 
models such as the one targeting hardware sensors in CONON [41] or a specific domain 
in inContext [16].

The model defines a common vocabulary and structure of the context, allowing for 
sharing context-related information between users and services to enable operations. It 
includes machine-processable definitions of the basic concepts in the domain and range 
and relations among them and reasoning become possible by explicit definition. This 
model represents the main concept and subclasses that we require for our work in a con-
venient way—as always with ontologies one could debate little aspects here and there, and 
we are not claiming that this model is superior to existing ones; it simply places focus on 
the elements that we require and presents them in a convenient way while being generic at 
the same time and thus allowing reuse in other domains and applications. Of course, we 
are reusing ontologies where appropriate, such as for people (FOAF—friend of a friend), 
which is not detailed in Figure 10.3. To keep the figure readable, and to not overload the 
paper with detailed figures, we have not included all possible links (for example, all enti-
ties will have a location; some links might be created through attributes, others through 
reasoning rules) and also not all details of each class. We will now discuss each main class 
in a bit more detail and also hint at the kind of information that can be gleaned by combin-
ing data. The focus will be on the Activity ontology.
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10.3.2.1 Entity Ontology (Person, Organisation, Device)

The entity ontology captures information about people, organisations and devices. 
Typically, such information might include names and other descriptive data, but often also 
skills and capabilities—the latter showing what can be offered by the entity. For example, 
an output device such as a screen would have resolutions and colour profiles as capabili-
ties; a person might be a programmer capable of using specific technologies or languages. 
Most of this context information is semi-stable (it is less dynamic as learning new skills 
takes time and devices will not be constantly upgraded).

The social connection between entities must also be considered, and social connections 
are dynamic (people might have different relations to each other in different contexts). 
Devices might be (and predominately are) personal, but they might also share resources 
or be accessible by a number of people. People might work for several organisations, for 
example, in consultancy roles, and worse, there might not even be a very clear time separa-
tion between such activities as a person might be on the premise of company X while deal-
ing with a call from company Y. Also, the relations between people are complex: a certain 
person might be the subordinate of another person in the company hierarchy, but for a 
specific project he might be the project leader and thus, for the project, outrank his superior.
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Has calendar
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FIGURE 10.3
The context model centred on activity.
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Considering such relations and roles, one could derive conclusions about activities: a 
lecturer in a room with 50 students on a university campus is most likely giving a class—if 
the room contains many fixed computer devices, it might even be a computer lab and the 
class would be a laboratory class.

10.3.2.2 Place Ontology

Places may have names, are assigned to categories (e.g., restaurant), and will have physi-
cal locations (i.e., address, coordinates) and often associated resources (computers, tables, 
chairs, etc.), all providing useful context information.

The presence of an entity at different places lets us deduce much about their activities. At 
the most trivial level, people who are in their office are probably working, while at home they 
are probably not working (unless we know that they are a mobile worker and the time of the 
observation tells us it is working hours). Of course, the devices that they use and what they do 
with them influence this: someone using their mobile phone to undertake a call to their part-
ner from the office is not working at that moment. In the context of a university environment, 
rooms have specific purposes and these let us deduce further information. A staff member 
alone in their office is probably preparing teaching material or undertaking research; while if 
they are in the office with a PhD student, they are probably in a supervision meeting.

10.3.2.3 Time Ontology

Events occur at specific times or might be scheduled to have start and end times. Sometimes, 
time can only be provided as an interval enclosing the actual event time. A time instance 
is a point or an interval on the universal timeline [40].

Time is obviously often crucial when considering relations between facts—recall the 
example under the entity ontology where we loosely stated that the lecturer and the stu-
dents are in the same room. Obviously, a precise definition of that would need to refer to 
the time interval for the class and make precise that the students and lecturer are in the 
room at the same time.

Time plays a second very important role; not all context information will be immediately 
evaluated. Some might be stored for later use, and here it is important to use the time to 
decide on the lifetime of an item of information. This is a significant problem in itself and 
is an item for future research. Consider, for example, a GPS coordinate for a user who is 
travelling in a car—this will very quickly be incorrect; however, the city or country that he 
finds himself in will be more long-lived (unless we only identified the location just before 
he tried to cross a border).

10.3.2.4 Activity Ontology

The activity ontology considers two primary types of activities: scheduled and deduced. 
The former represents activities that are planned for a specific time and location with a 
specific purpose (e.g., a project meeting or a class or flight) and usually can be identified 
from calendar entries or teaching timetables or airline schedules. The latter represents the 
activities that occur in a more informal manner and can be inferred by combining context 
data through rules.

For example, one might deduce that a user is missing his flight if he was scheduled to fly 
in 10 min, the airline flight information states that the flights are on time and the user is 
known to still be in his office away from the airport.
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10.3.3 Inference Procedures for Context Reasoning

To derive new facts by applying rules on existing facts in the knowledge base is called 
inference mechanism. The most trivial inference is, of course, that where no items are 
combined (essentially a lookup of some information). For example, a scheduled activity 
can simply be looked up. Much more interesting is, of course, the use of several bits of 
information that together let us arrive at some new knowledge: knowledge gained by non-
trivial inference. Such inference is guided by rules. For example, we can deduce an activ-
ity by combining two or more items of context data, such as by using a staff member’s 
work calendar, their role and location and the organisation’s timetable, we might derive 
that a certain professor is indeed giving a class. We can argue that the more information 
we combine, the better will be our judgement—in some way, considering each piece of 
information as witnesses. Note that this does not come without downsides, as some infor-
mation might be more reliable or up to date; we will return to this point later on when we 
briefly consider degrees of confidence in the scenario. Obviously, we can store derived or 
inferred information back into the context model, on the one hand to save the effort of re-
computing it every time, and on the other to ease its use in further deductions.

Simple inferences use the hierarchical structure of the ontologies; typically, the 
sub- and super-class relationships. The most common of such forms is transitivity 
(A = B^B = C => A = C): if a person is physically present in Leicester and we know that 
Leicester is a city in the United Kingdom, we can conclude that the person is in the United 
Kingdom.

More complex reasoning will involve domain-specific rules that specify more intricate 
relationships between context items, which cannot be directly observed from the ontology. 
However, these can be quite generic in their nature, such as the impact of weather condi-
tions on travel conditions and, by extension, the presence of people in certain places.

A typical rule is (more examples are shown later when we consider an example scenario):

 Timetable( f, o)^Weather(l)teachingClass(af,c) (10.1)

where f is a faculty member, o is the organisational calendar (timetable), l is a location, af is 
another faculty member (distinct from f) and c is a postgraduate class.

In general, we could argue that if a person is currently in location X, is expected to be in 
location Y in 20 min and the normal time of transport between the two locations is 20 min, 
then the person should be able to fulfil the expectation. If we now also observe traffic 
delays or adverse weather conditions, we can deduce that the travel time will not be satis-
fied and hence the person will be delayed.

Considering the above rule, we say that if a staff member is foreseen to teach a certain class 
by the organisation’s timetable, but the weather conditions are adverse, an alternative faculty 
member might conduct that class (or at least make an announcement about the delay).

10.3.4 Information Retrieval

SPARQL [42] (SPARQL protocol and RDF query language) is a query language that allows 
basic queries over RDF, such as conjunctive queries, UNIONs of queries (i.e., disjunction), 
OPTIONAL query parts, and filtering solutions by means of a set of basic filter expressions.

For instance, let us assume one wants to answer the following query: ‘Check whether a 
room is double-booked during a certain period of time; if so, get the list of all conflicted 
scheduled activities along with the attendants involved’. This could be expressed in 
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SPARQL by means of a simple conjunctive query (assuming some technicalities, namely, 
that we have ‘ctx’ as default prefix http://www.cs.le.ac.uk/ontology/contextmodel# and 
that some OWL properties are defined in the ontology, such as hasVenue, hasTimespan, 
startsAt,finishesBy, supervisorOf):

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#>
PREFIX ctx: <http://www.cs.le.ac.uk/ontology/contextmodel#>

SELECT ?act1 ?act2 ?p1 ?p2 WHERE {

?p1 ctx:hasActivity ?act1.
?p2 ctx:hasActivity ?act2.

?act1 rdf:type ctx:ScheduledActivity.
?act2 rdf:type ctx:ScheduledActivity.

?act1 ctx:hasVenue ?loc.
?act2 ctx:hasVenue ?loc.

?loc rdf:type ct:Room

?act1 ctx:hasTimespan ?ts1.
?act2 ctx:hasTimespan ?ts2.

?ts1 ctx:startsAt ?start_time_act1.
?ts1 ctx:finishesBy ?end_time_act1.

?ts2 ctx:startsAt ?start_time_act2.
?ts2 ctx:finishesBy ?end_time_act2.

#check overlaps
FILTER ((?start_time_act1>=?start_time_act2 && ?start_time_act1    
<=end_time_act_2)||
(?start_time_act2>=?start_time_act1 && ?start_time_act2<=end_time_
act_1))

}

10.4 Context Acquisition

From the architecture (see Figure 10.1.), it is apparent that the sensors are placed in between 
the user and the services. These sensors capture the raw SOAP messages that are being 
used to invoke the web services, observing communications at the protocol level at the 
point where messages are reaching or leaving the web services server. SOAP [43] is an 
XML-based communication protocol to allow exchange of structured information between 
web services and applications over HTTP. SOAP is a textual protocol. By being payload to 
HTTP messages, SOAP messages are able to get around firewalls (a great advantage from 
practical points of view, but of course also a huge concern to system security experts). 
However, SOAP is a W3C recommendation and the standard protocol for web service 
interactions.
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Observing SOAP messages is quite simple, as handlers residing on the client and/or the 
server side during a service invocation allow the interception of SOAP messages. These han-
dlers can capture a SOAP request/response message before it is sent from or returned to the 
client. The handlers forward the information from the SOAP exchange to the sensors. The 
handlers are part of the standard SOAP server architecture, although by default they are 
disabled for security reasons. The handlers can be activated for the client side (in the web.
xml configuration file) and/or for the server side (in the webservices.xml configuration file).

For example, while creating a new entry in the calendar service, a user inputs data that 
will then travel from the client to the web service using the SOAP protocol. These SOAP 
messages carry the arguments the user passes to create an event in the calendar, such as 
Title, FromDay, FromTime, ToDay, ToTime, Location and Description in the request. Figure 
10.4 shows a typical SOAP message for the calendar service.

We need to observe both requests and responses with our sensors, as they will carry 
different information. In the specific case here, the response will only be the acknowledge-
ment stating that the entry is added into the calendar and thus not be very interesting in 
providing context information. For example, for a weather service, both messages will be 
important, as the request will specify a location and the response will inform about the 
actual weather.

10.5 Mapping

This section considers the mapping of XML data extracted from SOAP messages to data 
in the context model.

FIGURE 10.4
A typical SOAP request message.
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The input to the mapping task is raw XML data and the output would be a context model 
populated with the new data gathered. XML files contain tags and values and their rela-
tion expressed through nesting and the general tree structure, while in the OWL context 
model, we have classes, instance data and explicit relations expressed through properties. 
There are obvious mappings from tags and values to classes and instances at a conceptual 
level (we discussed this earlier in Section 10.2); however, at the concrete data level consid-
ered here, we require novel techniques as we indicated earlier.

To automate this matching, we use a syntactical comparison, enriched with seman-
tic information. We can distinguish four cases, based on how well the tags and ontol-
ogy instances align. The simplest scenario is where the XML tag name is identical to the 
instance name in the ontology (note that we assume that syntactically identical terms are 
referring to identical concepts in this domain; however, the context (such as super- or sub-
tags) in which the tag occurs in the XML file could provide further insight). This case will 
be referred to as a direct match and we will formalise this later. The more interesting cases 
are those where no direct match is found between the tag and the ontology. One way to 
address this could be to create new instances and extend the context model; however, 
having a stable structure is more suitable for reasoning, so we are looking at methods of 
identifying existing instances with which the new data can be directly associated. We 
identify two possibilities of creating this association: a synonym of the tag matches with 
the ontology concept (a synonym match) or the hierarchical context of the word contains 
the ontology concept (a hypernym match). The fourth case covers all those concepts that 
occur in terms and cannot meaningfully be matched to the ontology.

10.5.1 Methodology

Our methodology considers the cases in turn and inserts the value from the XML docu-
ment into the most appropriate matched ontology instance as shown in Figure 10.5. Briefly, 
the approach goes through three steps:

 1. Attempt to match the tag with the instance; if found, insert the value as a literal 
and finish. If not found, go to the next step.

 2. Identify synonyms for the tag and match each synonym with the instance; if 
found, insert the value as a literal and finish. If not found, go to the next step.

 3. Find the tag in a lexical database (such as WordNet) providing a hierarchy (that is, 
hypernyms). Match each hypernym with the instance; if found, insert the value as 
a literal and finish. If not found, go to the next step.

Note that for step 3 we could consider an alternative of enhancing the ontology with 
elements along a path in the hierarchy. While this would require extra effort in reasoning, 
we at least know that the expansion is conducted in a structured way and the structure of 
the lexical database could be used as an extra factor in reasoning. We will now define the 
four levels of match in detail.

10.5.2 Direct Match

The easiest kind of match is one where the tag matches the instance of the ontology (see 
also Figure 10.6), and in this case we wish to insert the value from the tag directly as literal 
associated to the instance.
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Definition: Direct Match
Let

•	 I be an instance of an ontology O
•	 l be a literal of instance I
•	 t be a tag in an XML schema Ξ
•	 v be a value for t

then

 l = v iff I = t.

10.5.3 Synonym Match

The second type of match is where we find that a synonym of the tag (e.g., location and 
placement can be seen as synonymous in this context, see Figure 10.7) matches the instance 
in the ontology.

t = ξ ?

No

No

Yes

Yes

Yes

No

Insert value v into
ξ, i.e., l: = v

End

Start

ξ ∈
Synonym (t) ?

ξ ∈
Hypernym (t) ?

FIGURE 10.5
Overview of XML to OWL mapping methodology.

<>
Postcode Postcode

FIGURE 10.6
Direct match.



259User Activity Recognition through Software Sensors

© 2008 Taylor & Francis Group, LLC

Definition: Synonym Match
Let

•	 I be an instance of an ontology O
•	 l be a literal of instance I
•	 t be a tag in an XML schema Ξ
•	 v be a value for t
•	 synonym(t) be a set of synonyms for t as obtained from a lexical database

then

 l = v iff I ∈ synonym(t).

10.5.4 Hypernym Match

The third type of match is where no direct match and no synonym match can be found. 
Existing work merges tags by looking at the super-tags and inserting that value (thus 
assuming a semantic relation between the super- and sub-tag). For example, if a person 
tag has a position sub-tag and the position would not exist, the value would be inserted 
with a person class, rather than with location as would be desirable. The alternative is to 
create a new ontology model.

Both are not suitable here—the former for reasons indicated above and the latter because 
we have a fixed context model and we consider the structural model to fulfil the needs of 
a context-aware system making use of software sensors, and hence we need to instantiate 
the model.

The proposed hypernym match (see Figure 10.8) is generic and could be used for any 
purpose where XML data needs to be inserted into fixed ontologies.

Synonyms (location)
Synonyms of the
word ‘location’

Localisation

Placement

FIGURE 10.7
Synonym match.

Hypernyms (location)
Location

Object

Entity

Hypernyms of
word ‘location’

FIGURE 10.8
Hypernym match.
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Definition: Hypernym Match
Let

•	 I be an instance of an ontology O
•	 l be a literal of instance I
•	 t be a tag in an XML schema Ξ
•	 v be a value for t
•	 hypernym(t) be a set of hypernyms for t (that is, the branch of the tree in which t is 

found) as obtained from a lexical database

then

 l = v iff I ∈ hypernym(t).

The hypernyms are obtained from a lexical database (e.g., WordNet) and checked for 
match with the instance; if a match is found, the value is inserted. The hypernyms are 
processed in order, going upwards in the hierarchy of words and the first match will be 
chosen (as clearly that will be closest in meaning to the tag).

10.5.5 No Match

We can arrive at a situation where none of the above steps can achieve a match for the 
data item from the XML file. While it seems desirable to match as much information as 
possible, there might be data that simply does not add to the context, and hence it is safe 
to ignore that. Furthermore, even if a data item could be adding to the context, one should 
keep in mind that any context data gathered is often not 100% accurate and could be 
contradictory to information simultaneously gathered, changes quickly and hence has a 
limited period of validity and is possibly made more or less reliable through reasoning 
anyhow. In light of these missing factors, some items can be seen as a negligible problem.

10.6 Sample Scenario

A research student wants to meet with his supervisor to discuss his work without prior 
arrangement but does not know about the availability of the supervisor. He is, of course, 
aware that the supervisor is busy, with involvement in research projects and teaching as 
well as administrative tasks.

Meanwhile, the supervisor is working on a computer on one of his research projects and 
does not want to be interrupted; however, he has not updated his current context.

In these kinds of real-world situations, one is not only concerned if the person is 
available—actually available can have many meanings (someone is ‘in’, ‘free’, ‘could 
be disturbed in an emergency’, etc.). One could update one’s current context, which is 
tedious and needs to be repeated every time the context is changed (and hence prob-
ably is not done at all), or provide some means through which the context is automati-
cally updated and can be queried by authorised users—this work clearly supports the 
latter.
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10.6.1 Queries

We have discussed the context model and the insertion of context earlier, so here we are 
looking at making use of it. A typical question to ask in the context of the scenario might 
be What is my supervisor doing on 22nd Feb 2011 from 09:00 to 11:00?. We assume here that the 
person asking, that is, the research student, is authorised to ask about the teacher.

Formally, as we are using an RDF-based ontology, we can ask questions such as this 
through the SPARQL query language:

PREFIX rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns# > 
PREFIX ctx: <http://www.cs.le.ac.uk/ontology/contextmodel# > 

Select ?faculty ?act WHERE{

#all scheduled activities falls within the time span

  ?faculty ctx:hasActivity ?act.
  ?faculty ctx:supervisorOf ctx:a_student.
  ?act ctx:hasTimespan ?ts.
  ?ts ctx:startsAt ?start_time.
  ?ts ctx:finishesBy ?end_time.

  FILTER ((?start_time >="2011-22-02T9:00:00"^^xsd:dateTime
           && ?start_time <="2011-22-02T11:00:00"^^xsd:dateTime)
        || ("2011-22-02T09:00:00"^^xsd:dateTime >=?start_time
           && ?"2011-22-02T09:00:00"^^xsd:dateTime <=?end_time))

}

This SPARQL query looks very much like an SQL query, and asks about a faculty mem-
ber’s activity at a particular time—some of the arguments (values after the ?) could be 
instantiated with specific values, directly filtering the results to those matching.

10.6.2 Rules

Simple queries asking about the data stored in the model are easy to formulate and ask, but 
do not allow one to harness the full power of the semantic technologies at hand. We can 
enhance the richness of questions to be asked by allowing the use of additional reasoning 
rules that can combine existing facts to derive new facts. Many of these rules can be quite 
specific to certain domains, reflecting the interpretation of data in those domains. For 
example, in the university, there might be sufficient information on rooms and schedules 
available to derive that a professor being in a teaching room in the postgraduate block is 
probably teaching a postgrad class. Here are some of the rules that we used in the context 
of the scenario (we have seen rule 3 earlier):

 hasPlace(? fm, ? pl) ^ Time(? t) → isTeachingClass(? fm, ? pc) (10.2)

where fm is a faculty member, pl is place name or name of a building, t is the time zone and 
pc is a postgraduate class.

 hasTimetable(? fm, ? ocal) ^ hasCalendar(? fm, ? pcal) → isTeachingClass(? fm, ? pc) (10.3)
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where fm is a faculty member, ocal is the organisational calendar (including a timetable), 
pcal is the personal calendar and pc is a postgraduate class.

 hasTimetable(? fm, ? ocal) ^ Weather(? loc) → isTeachingClass(? afm, ? pc) (10.4)

where fm is a faculty member, ocal is the organisational calendar (timetable), loc is a loca-
tion, afm is another faculty member (distinct from fm) and pc is a postgraduate class.

10.6.3 Degree of Confidence

Having gathered data from different sources and being able to derive new conclusions on 
them, we should turn our focus to the issue of how certain we can be about the informa-
tion derived. We term this concept degree of confidence as it should show how certain an 
enquiring user can be that the information she receives truly reflects the activity of the 
entity enquired about. This could, for example, be quite crucial if billing of consultants’ 
time or travel arrangements to meet someone will be based on such activity sensing.

Returning to our example, a faculty member might have private and work calendars. 
If they are inserting events in their work calendar, which reflects working time activities, 
these are probably accurate for day time. However, social activities would usually take 
place outside working hours, and hence the private calendar might be more accurate for 
such activities. In large organisations, there might be further departmental and institu-
tional calendars to be considered. So, to identify what a user is doing, it might be worth-
while considering which data source is most appropriate and should take priority in case 
of events being in each of them.

At this stage, we propose a simple ranking of data sources, which is dynamic over time 
in that different preferences are given at different times.

Following our example, assuming the user to have an organisation calendar (OC), a work 
calendar (WC) and a personal calendar (PC), we get the following ranking:

If (time is 8:00am and 5:30pm) and (day is Mon to Fri) then
OC > WC > PC;
Else
PC > WC > OC

This states that during normal working hours the organisation and work calendars are 
more reliable than the private calendar, while out of working hours the calendars that are 
under the user’s control gain in relevance.

One could consider a more fine-grained approach, and indeed this is one of our aspects 
of further work. For example, we could calculate the confidence of having correctly identi-
fied activities during mapping from XML to OWL, based on specific instances and also on 
how certain we are about the match that has been made when inserting data.

10.7 Conclusion and Future Work

In this chapter, we have introduced software sensors as an inexpensive alternative to hard-
ware sensors. They are particularly well suited to detecting user activities as they can 
exploit the multitude of data exchanged between users and the web-enabled services they 
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use. Hardware sensors will still have their place and are orthogonal to software sensors 
in that sense: they are very well suited to obtain environment data such as temperature 
or physical location measurements. The exchanged data enrich the information available 
about user activities and hence will allow for more effective context-aware systems.

In the chapter, we introduced the fields of sensors for context-aware systems and context 
modelling. We presented our context model (an adaptation of ideas from the literature 
that suits our needs well). We discuss how SOAP messages can be extracted from the 
exchanged network messages as a first stage in sensing through software sensors. We have 
presented a solution to the problem of associating data from SOAP messages with ele-
ments in the context model—thus allowing the generation of knowledge to be used in the 
context-aware system. This technique for mapping data from the XML payload in SOAP 
messages into an existing OWL model to then allow for reasoning rules to use that data to 
answer user queries is a revised version from that presented in Ref. [8].

The current work is concerned with refining the implementation of the test system and 
conducting a more realistic case study. Future work will consider whether we can also use 
the data that are observed but are not captured by the current mapping process.

Two areas of study deserve more attention, which will be more important for software 
sensors, but also have implications for hardware sensors: (1) confidence in observations 
and (2) lifetime of information.

The former needs to study how much we can trust the information we have gained, that 
is, how reliable is the sensor in reporting high-quality information? This is very crucial, as 
reasoning about the data influences its reliability, and can do so by making it more reliable 
(two indicators showing the same fact are better than one), but can of course also degrade 
the quality (if we give high weight to bad information)—we are sure legal systems around 
the world cope with this problem too! Of course, the problem is aggravated for software 
sensors (measuring, e.g., the temperature using a hardware sensor is well understood), as 
we need to make decisions on data items and allocate them to specific categories.

The latter is also very interesting, as context data change, but they do not do so at the same 
rate for all elements, and even for a specific element, they might change at different rates: 
both a timetable and a calendar will provide insight into scheduled meetings; however, the 
former is usually more stable mostly for practical reasons in that it is shared by more people.

The final issue for future work—and something we deliberately kept out of the scope 
of our current work—is the matter of privacy. Obviously, any context-aware system will 
violate privacy in some way by tracking what people do. While many people will feel that 
this is objectionable, there are also a large number of people who make such information 
freely available on Twitter or Facebook. Coming full circle, it is again location that is at the 
forefront of the discussion in this area [44], but this discussion will need to be expanded in 
the future to cover activity sensing too.
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11
Multi-Agent Framework for Distributed Leasing-
Based Injection Mould Remanufacturing

Bo Xing, Wen-Jing Gao and Tshilidzi Marwala

11.1 Introduction

The last few decades have seen a significant improvement in the quality of life through 
mass production and advanced technologies. However, this has led to a sharp increase 
in the strain on the environment in the meantime because though the phenomenon of 
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industrialisation increases the quality of life for many, the costs of supporting it include 
the mass consumption of materials and energy, which not only pushes the exploitation of 
natural resources and the capability of biosphere to the limit but also directly leads to the 
mass disposal of retired products as waste when they do not generate any value for users. 
Consequently, the traditional ways of business thinking, which is through sell/purchase 
and then ‘forget’, meaning that the seller’s responsibility ends at the point of sale, are ques-
tioned. There is a need to assess both the economic and environmental values and impacts 
of business decisions through identification of the ‘whole of the life’ costs and services 
associated with the products sold/leased [1,2].

To address the growing problems of diminished natural resources and increased waste, 
governments around the world have established or proposed stricter legislation to pre-
vent the open-loop ‘sell and forget’ mode of transacting for a producer. That is, produc-
ers are required to take responsibility for their products at the end-of-life (EoL). Specific 
examples of closing such waste-loops cited by Ref. [3] include the take-back obligations 
on the waste electronic and electrical equipment (WEEE) directive in Europe, extended 
producer responsibility (EPR) in Japan and Taiwan, and voluntary product stewardship 
in Australia. These external influences make the companies change their business models 
in which they replace product ownership with creative service offerings [4]. In this view, 
products should not be valued for their material make-up but for the services that they 
provide to the user [5].

One example of this thinking is when the product is linked to a functional sale (e.g., leas-
ing) offer. Research has found that usage-phase impacts play a major role in determining 
the advantages realised by leasing [6]. In 2002, the equipment leasing association estimated 
that of the total investment in business equipment by companies, nearly one-third, or $204 
billion, would be financed through leasing [3]. Products such as electronic equipment that 
continually consume energy negatively impact the environment much more during their 
use than during manufacturing. Proponents of leasing claim that by maintaining owner-
ship of the product the manufacturer can successfully put in place a service strategy to 
preserve EoL value and a product recovery strategy consisting of reuse, remanufacturing 
and recycling.

In this chapter, we look at the mould industry to illustrate the challenges of the emerg-
ing business model (i.e., leasing-based model) that can be found in many other industries 
as well. The design and manufacturing of moulds represent a significant link in the entire 
production chain, especially in the automotive industry, consumer electronics and con-
sumer goods industries because nearly all produced discrete parts are formed using pro-
duction processes that employ moulds [7]. Moulds, similar to machine tools, may represent 
a small investment compared to the overall value of an entire production programme. 
However, the maximum value of firms depends on the characteristics of moulds as the 
quality and lead times of moulds affect the economics of producing a very large number 
of component, subassemblies and assemblies. Nowadays, there are very few industries 
that can justify the purchase of a modern moulding machine to manufacture the same 
part over its entire lifetime. The largest consideration of a mould to survive for thousands 
of moulding cycles is the activities involved in mould maintenance and modifications [7]. 
Under these circumstances, mould leasing, as an alternative solution for mould mainte-
nance and modifications, is gaining more and more attention during the past few years.

Briefly, this chapter is organised as follows. Section 11.2 includes a background and lit-
erature review about leasing, and gives examples of papers within the context of remanu-
facturing. In Section 11.3, we introduce the problem and the model formulation. Then, we 
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outline the implement environment in Section 11.4. Finally, Section 11.5 draws conclusions 
of the work presented in this chapter.

11.2 Motivations

11.2.1 Leasing

11.2.1.1 Is Leasing ‘Greener’ than Selling?

In addition to consumer goods, capital goods and durable goods also offer a great poten-
tial for ecological and economic optimisations. It can be described as a lessee acquiring the 
use of an asset from a lessor for a period of time in exchange for a regular lease payment. 
In addition, the lessor, for legal as well as financial reasons, remains the owner of the leas-
ing object, and takes over maintenance, service, as well as guarantee for the leased-out 
object. Examples of these include daily necessities such as cars, furniture, computers and 
other electronic appliances.

Normally, leases are often categorised as operating leases or financing leases. The for-
mer refers to arrangements where the term of the lease is substantially less than the useful 
life of the product and the cost of the lease is much less than the full acquisition cost of that 
product. The latter refers to an intermediate or long-term commitment by both parties to 
the lease. Full-payout leases, in which the period of the lease is structured so that the lease 
ends when the product is at the EoL, are not typical.

Over the years, a growing number of advocates have claimed adopting leasing as a busi-
ness model as being more ‘green’. The practice of leasing products, rather than selling 
them, is a strategy for increasing resource productivity by moving to a pattern of closed-
loop material use by manufacturers [8,9]. The authors of Ref. [10] analysed the problems 
associated with marketing a durable through leases and sales. Their goal was to under-
stand the strategic issues associated with concurrently leasing and selling a product and 
determining the conditions under which this concurrent strategy was optimal. Later, the 
same authors [11] examined competition in a duopoly; they investigated a firm’s rationale 
in choosing an optimal mix of leasing and selling and to understand how it was affected 
by the nature of competition in the market and the embedded quality in the product. They 
argued that a competitive environment forced firms to adopt strategies where they only 
sell their products or use a combination of leasing and selling. In addition, the authors 
of Ref. [12] identified how a durable goods manufacturer can use a combination of leas-
ing and selling to balance its strategic commitment across both its own market and the 
complementary market.

However, there have also been claims contrary to this, and numerous complications to 
leasing exist that may hinder its potential environmental improvements [13]. Thus, the 
answer to the question ‘Is leasing greener than selling?’ is not clear cut. At least, leasing 
does not automatically bring about the environmental goals sought by EPR. The success or 
failure of leasing as a business depends critically on the leasing parties’ ability to forecast 
the residual values of the leased products [14]. Furthermore, understanding how and when 
leasing may contribute to reduced energy consumption of resource use is vital for busi-
nesses to reduce their overall impact. Meanwhile, knowing how certain product charac-
teristics affect the manner in which leasing may influence energy usage is also important.
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11.2.1.2 Eco-Leasing

Recently, there is a new terminology called ‘eco-leasing’ presented in Ref. [15]. The authors 
point out that ‘eco-leasing’ needs to be distinguished from traditional leasing in at least 
two ways. First, there should be no option of final purchase of the product so that the 
responsibility for the product always stays with the provider. Second, there needs to be 
a close relationship between the producer and customer for repair and service require-
ments. In light of this statement, remanufacturing within the eco-leasing concept repre-
sents a valuable opportunity to overwhelm such challenges.

Xerox provides an example. Since 2001, when Xerox started to provide leasing ser-
vices, the company made several structural organisational changes, such as having its 
asset recovery engineers work directly with product designers, developing a hierarchy 
of options for managing EoL products that places reuse and remanufacturing ahead of 
recycling, and building EoL factors into criteria for new product design. These changes led 
the company to a ‘win–win’ position. Overall, the green manufacturing programme saves 
the company 40–65% in manufacturing costs through the reuse of parts and materials 
[16]. Similar activities are undertaken by Hewlett Packard Corporation for computers and 
peripherals and by Canon for print and copy cartridges.

Overall, the economic and environmental benefits of this concept can be summarised 
as follows:

•	 Benefits to the leasing/remanufacturing company such as additional sales of inte-
rior upgrade parts or replacement interiors; promotes ongoing relationships and 
brand loyalty; closes material loop to lower material costs and increases profit mar-
gin; steady income stream solidifies budget forecasting; and eco-friendly equity.

•	 Benefits to the customer such as less responsibility; option to replace broken parts 
or upgrade to new interior; eco-friendly satisfaction; service available, more mate-
rially intensive product, better durability; and operating leases can have account-
ing and tax advantages for some customers by shifting costs to the operating 
budget from the capital budget, conserving cash.

11.2.2 Remanufacturing

11.2.2.1 What Is Remanufacturing?

Remanufacturing—the industrial process that returns non-functional products or modules 
to ‘like new’ conditions—is part of the sustainability equation because it can lend itself to 
sustainability practices by giving products an extended life cycle via incremental upgrades. 
Recently, remanufacturing has been receiving growing attention for various reasons such 
as consumer awareness, environmental concerns, economic benefit and legislative pressure. 
Remanufactured products include photocopiers, computers, cellular phones, automotive 
parts, office furniture, tyres and machine tools/equipments. For example, a worn-out vending 
machine can be remanufactured to a better-than-new condition by replacing worn parts and 
equipping it with the latest circuit boards, coin-detection technologies and exterior graphic 
panels for a fraction of the price of a new unit. This process can be repeated as necessary.

Currently, there is no single standard definition of remanufacturing existing in the lit-
erature and we have listed some of the definitions as follows:

•	 Definition 1: ‘Remanufacturing is an industrial process whereby used products 
referred to as cores are restored to useful life. During this process, the core passes 
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through a number of remanufacturing operations, e.g. inspection, disassembly, 
component reprocessing, reassembly, and testing to ensure it meets the desired 
product standards. This could sometimes mean that the cores need to be upgraded 
and modernised according to the customer requirements’ [17].

•	 Definition 2: ‘Remanufacturing is an end-of-life strategy that reduces the use of raw 
materials and saves energy while preserving the value added during the design 
and manufacturing processes’ [18].

•	 Definition 3: ‘Remanufacturing can be seen then as an advantageous product 
recovery option. Not only is it the case, as it is with other options e.g. recycling, 
that less waste must be landfilled and less virgin material consumed in manufac-
turing but also the value added in the manufacturing of the components is also 
“recovered”. It also saves the energy needed to transform and sort the material in 
recycling products’ [19].

•	 Definition 4: ‘Remanufacturing is the ultimate form of recycling. It conserves not 
only the raw material content but also much of the value added during the pro-
cesses required to manufacture new products’ [20].

•	 Definition 5: ‘Remanufacturing is particularly well suited for end-of-life products 
that include components characterised by long technology cycles and low tech-
nological obsolescence, and when ex ante uncertainty regarding usage intensity 
results in “over-engineering for certain user groups in order to meet the needs of 
other user groups”’ [21].

•	 Definition 6: ‘Remanufacturing is a basis for an innovative paradigm shift in the 
manufacturing industry—from selling physical products to supplying services 
through product systems’ [22].

•	 Definition 7: ‘Remanufacturing has been considered as the transformation of used 
products, consisting of components and parts, into units which satisfy exactly the 
same quality and other standards as new products’ [23].

•	 Definition 8: ‘Remanufacturing is rapidly emerging as an important form of waste 
prevention and environmentally conscious manufacturing. Firms are discover-
ing it to be a profitable approach while at the same time enhancing their image as 
environmentally responsible, for a wide range of products’ [24].

•	 Definition 9: ‘Remanufacturing is an efficient environmental programme, not just 
as a cost-effective means to reduce waste, but as an integral part of the firm’s man-
ufacturing and marketing strategy’ [25].

•	 Definition 10: ‘Remanufacturing preserves the product’s identity and performs the 
required disassembly, sorting, refurbishing and assembly operations in order to 
bring the products to a desired level of quality’ [26].

Though remanufacturing has been interpreted from various viewpoints, these defi-
nitions all share some similarities: First, most researchers agree that used products are 
the main input for remanufacturing. They play the role of raw materials in traditional 
manufacturing. Second, except going through some traditional manufacturing shop floor 
procedures such as assembly and testing, unlike normal raw materials, some additional 
operations such as disassembly, cleaning, inspection and component reprocessing must be 
done on used products before they can be put into production. Third, the majority of defi-
nitions conclude that remanufacturing is not performed at the expense of losing product 
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quality and this unique characteristic distinguishes remanufacturing from other confus-
ing terms such as reconditioning, repair and rebuild.

11.2.2.2 Why Remanufacturing?

The reasons for adopting remanufacturing are manifold:

•	 On enterprise side: Green image can help remanufacturing companies to distin-
guish themselves from their competitors; valuable data can be gathered through 
remanufacturing so that the original product design and functionality can be 
improved; new business opportunities are created for the after sale service market 
by offering customers new low-cost solutions with remanufactured products.

•	 On customer side: A lower price, typically 40–60% less than similar new products, 
is a great enjoyment for customers to embrace remanufacturing [27].

•	 On community side: Owing to its labour-intensive nature, remanufacturing can 
create more job positions for the employment market; meanwhile, it also serves 
as a forum for workers’ problem-solving skills, being more rewarding than tradi-
tional production-line jobs.

•	 On policymaker side: Several recently passed EPR directives such as WEEE and 
end-of-life vehicle (ELV) have heralded the start of a new era of waste manage-
ment policy for durable goods worldwide. In this context, remanufacturing, as a 
means of meeting these legislations’ requirements, may help governments to gain 
insights of the early impacts of EPR directives.

•	 On environment side: Across all life cycle stages (e.g., beginning-of-life, middle-
of-life and end-of-life), design decisions influence the resulting cost and environ-
mental impact of a product. The reason that used product remanufacturing is a 
meaningful subject lies in the fact that this strategy removes some burden from 
the life cycle cost and environmental impact by eliminating the need for new 
materials and components for future products.

11.2.2.3 Obstacles to Remanufacturing

Although there are good reasons to get involved in the remanufacturing practice, at the 
same time, there are many obstacles to the development of remanufacturing, which limit 
their implementation. One of the major issues faced by the firms involved in remanufac-
turing is taking back used products before the end of their useful life so that some revenue 
can be generated by remanufacturing or reusing them. Another concern is the uncertainty 
in the quantity, timing and quality of returned products [4].

11.2.2.3.1 Economic Viability of Remanufacturing

Certainly, determining if remanufacturing is even economically viable is important. The 
authors of Refs. [16,28,29] sought to develop mathematical models for determining the 
profitability of supply chains with remanufacturing. Focus is on the relationship between 
‘pricing decisions in the forward channel and the incentives to collect used products under 
different reverse channel structures’. Other scholars have attempted to use game theory/
competition concept to model remanufacturing decisions in order to affect the profitability 
of remanufacturing. For example, the authors of Ref. [30] examined how third-party reman-
ufacturing can induce competitive behaviour when the recycled products cannibalised the 
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demand for the original products. Numerous scenarios were considered in this paper. The 
most general results agreed with the argument for remanufacturing as a means of increas-
ing a firm’s revenue by opening new secondary markets.

In the same vein, Ref. [31] also focuses on this phenomenon. The authors investigated 
the effects remanufacturing has on the sale of new products, a reason why many firms 
have chosen not to remanufacture their products. In order to do that, they developed a 
model to determine which conditions were necessary for remanufacturing to be profit-
able, despite the possible loss of sale of new products. The key results determined that it is 
more profitable to enter the remanufactured products market as this acts as a deterrent for 
new entrants into the used goods market. Also, the lower-cost remanufactured goods can 
open a secondary market for buyers not willing to pay for full-priced new goods. Perhaps 
most interestingly, the authors found that ‘when collection is the major portion of the total 
remanufacturing fixed and/or variable cost, the OEM is better off remanufacturing’.

In addition, Ref. [32] discussed the factors that influence the remanufacturing environ-
ment, focusing on the managerial importance. The authors continued the discussion of the 
effect of remanufactured goods on the sale of new goods by using the term ‘market seg-
mentation’. Numerous important factors were taken into account in their model, including 
consumer’s preference for new goods over used goods, market competition and their party 
remanufacturers, and the OEM’s control over the product design for remanufacture. The 
goods were assumed to exist for one remanufacturing cycle only, and the cost to do so was 
constant over time. With proper designing, a good can be made to be reused numerous 
times, and improved technology can make remanufacturing less costly over time as well. 
Given this analysis, the argument for remanufacturing was very strong.

11.2.2.3.2 Managing the Uncertainty of Returned Products

Most of the literature focusing on supply chains and remanufacturing has assumed prod-
uct returns to be an exogenous process, meaning that the company has no control over the 
quality and quantity of returned products [33,34]. One of the first papers to investigate the 
accuracy of this assumption is in Ref. [35]. The authors argued that companies can actively 
manage product returns, rather than accept them passively. Successfully controlling the 
quality of the products returned can be done using a market-driven approach in which the 
end-users are motivated to return EoL products by financial incentives, including depos-
its, credit towards a remanufactured or new unit, cash for product returns and leasing [36]. 
This assertion is expanded on a follow-up paper [37] by the same authors. They developed 
a framework for determining optimal prices and the corresponding profitability when a 
firm can proactively influence product returns.

Nowadays, several firms that are actively involved in remanufacturing recover their 
used products by leasing their new products. Product leasing results in the most predict-
able return stream and is a popular option for firms that also remanufacture [38]. That 
means, leasing helps a firm in getting a consistent flow of used products for remanufac-
turing, which in fact reduces the uncertainty in the quantity and timing for returns [39]. 
In addition, product characteristics affect the viability of a leasing. The authors of Ref. [10] 
contended that the relative profitability of leasing and selling hinged on the depreciation 
rate of the asset. A lower depreciation rate in leasing produced financial benefits as it pre-
vented a product from losing significant reuse or remanufacturing value at the end of its 
life. This means an increased residual value, resulting in an increased recovery value or 
resell/release value for the product.

So, at this point, leasing turns out to be a viable strategy that helps to better manage the 
return process and prevent the residue value as well.
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11.2.2.4 Who Is Remanufacturing?

Despite the above-mentioned barriers, remanufacturing, as an environmentally benign 
alternative, is still experiencing a rapid development during the past decades. Two major 
forms of remanufacturing firms exist: third-party remanufacturers and OEM remanu-
facturers. Third-party remanufacturers, also known as independent remanufacturers, 
do not manufacture the original product. Remanufactured products are usually sold to 
the replacement parts stores or are contracted by OEMs to remanufacture replacement 
parts and act as suppliers for OEMs who sell remanufactured items through their existing 
dealer networks (Bras, 2007).

Xerox [30,36,40–42] is a global company offering products and services for printing, pub-
lishing, copying, storing and sharing documents. These include copiers, printers, scan-
ners, fax machines and document management software. It is interesting that despite 
numerous ownership and management changes, the company’s commitment to remanu-
facturing has remained strong since the 1960s. Therefore, Xerox is often quoted as an excel-
lent example of an environmentally and economically successful remanufacturing system. 
Xerox’s remanufacturing system is considered by some to be the ‘modern classic’ example 
of remanufacturing, which is ‘by far the most advanced’. By remanufacturing used copi-
ers, Xerox has saved millions of dollars in raw material and waste disposal costs. Some 
analysts claim that Xerox’s success is due to the fact that its products are robust, large, easy 
to disassemble and valuable when remanufactured.

Single-use camera remanufacturing [43,44] is a frequently mentioned example. In 
Japan, Fuji Film [21,41,45,46] developed a remanufacturing system for single-use cameras. 
Although film cameras have been replaced by digital cameras in recent years, the case 
provides useful information. The company developed a fully automated system that disas-
sembles collected used cameras, inspects and cleans the parts, and reassembles the cam-
eras. The flash, battery, plastic and mechanical parts are reused. The company reports 
that more than 82% of all camera components collected, by camera weight, is reused or 
recycled. The products were designed to make automated remanufacturing possible.

Caterpillar’s global remanufacturing business [47–49] is currently one of the largest in the 
world in terms of volume, recycling more than 50,000 tonnes of products (over 2.2 million 
EoL units) each year. Through their large-scale activities, Caterpillar has helped change 
the business of remanufacturing. Caterpillar first entered remanufacturing in 1972 and 
now, Caterpillar remanufacturing services is one of its fastest-growing divisions—annual 
revenue is over $1 billion and is reputedly growing at 20% a year. In 2005, Caterpillar spent 
$1.5 billion on purchasing remanufacturing facilities around the world so that Caterpillar 
could remanufacture in those markets. Caterpillar now has remanufacturing facilities 
across the globe, including Shrewsbury, UK and Nuevo Laredo, Mexico; Shanghai, China 
was the 14th facility and was opened in early 2006.

Swedish forklift truck manufacturer BT Products (BT) [17,50] is another example. BT has 
built a system of contracts where the customer can choose from different kinds of rental 
programmes according to their needs. For these programmes, the customer never owns 
the forklift trucks; at the end of the contract, the forklift is returned to BT for remanu-
facturing and eventually service for a new customer in a new contract. According to BT, 
remanufacturing volumes have been doubled during the past few years and they cur-
rently exceed the number of forklift trucks being newly produced in the ordinary manu-
facturing facility.

In 1850, the Flen plant [51–53] started to manufacture harvest machines and nearly 100 
years later, in 1960, the production was replaced by the remanufacturing of automotive 
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and marine engines. As of 1998, Volvo Flen is a fraction of Volvo Parts, a business unit of 
the Volvo Group. Volvo Parts supports the six business areas: Volvo trucks, Renault trucks, 
Mack trucks, Volvo Penta, Volvo buses and Volvo Construction Equipment. It provides 
services and tools for the aftermarket throughout the whole supply chain. The vision of 
the Volvo Parts division is to be number one in the after sales market and to be perceived 
as easy to do business with. Volvo Parts Flen AB has 220 employees and total sales are 
approximately 55 million Euros a year. The main activities are remanufacturing of petrol 
and diesel engines for trucks, buses and cars where remanufacturing of bus, truck and car 
engines account for half of the total sales and the remaining part is made up of remanufac-
turing and manufacturing water pumps and packaging of cylinder liner kits.

RetreadCo [54] is a wholly owned subsidiary of NewTireCo, a major European-based 
new tyre manufacturer. RetreadCo has operations in France, Germany, Belgium and 
Luxemburg. Its main plant retreads more than 4500 tyres per day and employs 700 people 
in manufacturing or commercial functions. RetreadCo retreads passenger car, van, heavy 
truck and earthmover tyres and produces retread rubber for export. RetreadCo retreads 
used tyres of almost every brand and uses a licensed technology for used NewTireCo 
tyres. With the acquisition of RetreadCo, NewTireCo obtained a strong position in the 
European retread market. Similarly, in North America, NewTireCo entered the retread 
market by acquiring an independent tyre dealer with retread operations.

In Germany, Mercedes-Benz (MB) [21,55] offers the owners of MB cars, vans or trucks 
the option of replacing their present engine with a remanufactured engine, of the same or 
different type, with the same quality as a new engine, but for a price 20–30% lower than 
the price of a similar new engine. This offer holds for at least 20 years after a new car, van 
or truck has been purchased. MB offers similar options for water pumps, crank cases, 
crank shafts and other parts produced by MB itself. Meanwhile, from the mid-1960s, BMW 
initiated a programme to recondition and remanufacture high-value used components for 
resale as used parts. The resale of these remanufactured parts is at 50–80% the price of 
new parts, and includes a notable profit margin for the company (taking into account the 
costs of labour).

In South Africa, RemTec [56] is a leading remanufacturer of petrol and diesel engines 
for light commercial and passenger vehicles. Originally established in 1963 as Volkswagen 
Remanufacturing to remanufacture engines for VW SA, the facility was purchased by a 
Port Elizabeth-based concern in July 1995 and relocated from Uitenhage to Port Elizabeth. 
RemTec is currently the exclusive, approved supplier of remanufactured engines to 
Volkswagen SA, General Motors SA, Ford SA, Nissan SA and Land Rover SA. Its Port 
Elizabeth plant was the first official large-scale remanufacturer in South Africa and occu-
pies 4000 square metres. The layout has been specifically designed to optimise 40 years of 
experience in the remanufacturing business and has been used by other original equip-
ment remanufacturing plants throughout the country. A RemTec premium engine carries 
a benchmark ‘best in industry’ 100,000 km/12 month warranty, which is the same as that 
of a brand new engine. When compared with a new engine, a RemTec premium engine is 
much more affordable—at roughly half the price.

In March, 2011, Mercedes-Benz South Africa (MBSA) [57,58] launched a programme that 
would offer remanufactured truck and car parts to customers at a 5–30% discount com-
pared with new parts, but with the same 12-month warranty currently available on new 
parts. ‘Quality is the same and the warranty is the same, but the price is lower’ is the main 
characteristic of this programme. There were 102 part numbers available in the initially 
launched remanufacturing programme such as starter motors and air pumps and all of 
them are sourced from Germany. The aim of this programme is to offer South African 
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customers a great, affordable alternative to new parts, while in the meantime, to protect 
them against dangerous grey parts.

11.2.2.5 Case Study: Remanufacturing Strategy Embedded in Leasing Products

The authors of Ref. [59] provided an example of Pitney Bowes, which manufactures mail-
ing equipment that matches customised documents to envelopes, weighs the parcel, prints 
the γ age and sorts mail by zip code. The company leases about 90% of its new product 
manufacturing, and sells the remainder. At the end of a leasing contract (normally for four 
years), customers often upgrade to newer-generation equipment if it is available. In these 
cases, the customer returns the used equipment to the company, which tests and evaluates 
the condition of the used machine, and makes a disposition decision: scrap for material 
recovery (recycling), which is done for the worst-quality returns; dismantle for spare parts 
harvesting, which is done for medium-quality returns; or (potential) remanufacturing, 
which is done for the best-quality returns.

In a similar vein, the authors of Ref. [60] proposed a business model that integrated 
leasing and remanufacturing strategies for baby pram manufacturers. They argued 
that, with appropriate design changes that enable easy and cheaper remanufacturing, 
utilising the leasing option was expected to generate long-term sustainable profits, 
which otherwise would be lost to the second-hand market. Furthermore, the model 
proposed by [61] allowed electronic equipment leasing companies to simultaneously 
make optimal decisions about lease lengths, product flows and EoL product disposal. 
And the authors of Ref. [39] considered a company that leased new products and also 
sold remanufactured versions of the new product that become available at the end of 
their lease periods.

11.2.3 Role of Mould Leasing and Remanufacturing

Moulding plays a paramount role in our daily life. This extremely popular mass produc-
tion tool is widely relied upon because of its ability to produce dimensionally stable parts 
for many cycles and to do so at very little cost per unit. Traditional moulding is often dedi-
cated and expensive. Any design changes lead to the tooling becoming unsuitable for its 
specific use, and a new one has to be made. Consequently, the increased variety of moulds 
makes them less affordable for some customers and alternatives to the ownership-based 
use of moulds might be developed. In view of this fact, recently, a new trend of focusing 
to create a marketable reuse/remanufacturing of moulds by using modular design and 
organisationally closed distribution concepts has become more and more popular. This 
is supported by research conducted by INFORM, which argues that leasing can be used 
to manage the reverse logistics involved with remanufacturing [8]. The report on leasing 
found that leases ‘can increase the probability that a company will own and be responsible 
for managing its products at the EoL and internalise the costs of doing so’. Leasing pro-
vides both a motive for product take-back and a structure to aid in the logistics involved 
with closed material loops.

11.2.3.1 Process Description of Leasing-Based Injection Mould Remanufacturing

Injection moulding, where injection moulds are widely utilised, is a manufacturing 
method by which large quantities of small- to medium-sized objects can be produced from 
low-melting-point materials.
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From food containers to computer cases, many of the plastic products that we use today 
are manufactured by injection moulding. Liquid material (usually plastic, zinc, brass or 
aluminium) is injected into a mould constructed from steel or aluminium. These moulds 
contain the liquid material while it solidifies within a cavity. After the part has cooled, 
the mould opens up and the part is ejected [62]. The harvested parts can be either final 
products or components of assembled products. Typically, mould design and fabrication 
consists of a set of key stages that usually take several months to complete. A great deal of 
design knowledge and manufacturing know-how always complicates the production of a 
new mould.

In an ideal condition, an injection mould would be discarded when it completes its 
design lifetime. However, owing to the requirement of mass customisation, an injection 
mould always becomes obsolete earlier than it is expected. For instance, in some cases, the 
original product design is largely retained and only minor changes are needed, say the 
position of the company’s logo. Under these circumstances, only the two blocks of blank 
mould need to be remachined while the other parts of the mould can be retained. This is 
one of several scenarios where a remanufacturing strategy can exactly fit into. For the rest 
of this section, we will describe how our example mould is remanufactured.

The mould remanufacturing process consists of reverse logistics (i.e., used mould col-
lection), reprocessing (e.g., disassembly, cleaning, inspection, remachining, reassembly 
and testing) and remanufactured mould redistribution. First, after the injection mould is 
returned to the remanufacturer through the reverse logistics system, a partial or complete 
disassembly will be performed.

Disassembly is normally motivated by two goals—to obtain pure secondary materials 
and to isolate environmentally relevant materials from other materials. The disassembly 
process needs facilities and is normally done either manually or automatically. This pro-
cess can be viewed as new technologies on the industrial level, where the industry itself 
has a pioneering role in setting new standards and creating new solutions. Meanwhile, 
they require know-how to maintain high productivity. To decide which mould is to be 
assigned to which process, certain constraints, for example, the availability of the demand 
for components, the cost for and number of remanufacturing resources need to be consid-
ered. Furthermore, the material that is not disassembled can be recycled through mechani-
cal processing lines. Then, the disassembled components will be cleaned. According to 
Ref. [63], the cleaning operation is the most time consuming and entails much more than 
just removing dirt; it also means de-greasing, de-oiling, de-rusting and freeing compo-
nents from paint.

Right after the cleaning stage, a thorough inspection will be performed to identify 
the potential damages to the key components. For example, owing to the impact of high 
working temperature and high working pressure, the strength of some components in an 
injection mould (e.g., carrier ejector and sprue side in our case) might be degraded. The 
remanufacturing plan of two blocks of blank mould will also be determined at this step 
(e.g., purchasing raw material to build new blocks or using state-of-the-art technology to 
fix them). This inspection process results in different sequences and times for the repro-
cessing procedure.

After the remanufacturing plan has been confirmed, remanufacturable components will 
be remachined to restore to its desired working condition. Geometrical change of the com-
ponents through metal cutting like grinding will change the dimensions. Sometimes, after 
remachining, for example, a highly worn-out product will not match the standard toler-
ance, such as the diameter of a pin, and must be scrapped. The replacement components 
are supplied by either external procurement or internal retrieval of components from 
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other used injection moulds. In the case where parts have to be purchased, some addi-
tional issues might be generated due to reasons such as (1) long lead times for purchased 
products, (2) single supplier for parts or components, (3) poor visibility of requirements, (4) 
small purchase quantities leading to unresponsive vendors, (5) parts no longer in produc-
tion and (6) vendor’s minimal purchase requirements.

Once the remachining operations are done, the injection mould will be reassembled. 
The reassembly of components is often done with power tools and assembly equipment as 
in new product assembly. Testing operations are typically executed after the reassembly 
stage to make sure that the remanufactured injection mould meets newly manufactured 
product standards and customer requirements. In fact, during the reprocessing stage, 
the component’s quality is continuously assured through applied measurements [63]. 
A remanufactured injection mould is said to be ready for delivery after passing through 
all necessary testing experiments.

As noted earlier, the remanufacturing process is labour intensive and highly variable, 
with many parties involved. These participants play an essential role in distributing and 
delivering merchandise to the consumers. Therefore, real-time interaction and coordina-
tion among remanufacturers, suppliers and customers are necessary for leasing-based 
mould remanufacturing in response to customer requests.

11.3  Multi-Agent Framework for Leasing-Based Injection Mould 
Remanufacturing

Obviously, if managers cannot quantify the potential financial (and non-financial) bene-
fits, they are unlikely to consider return flows as anything other than a nuisance, for which 
they must minimise losses. With this recognition, we adopt a new business model (i.e., a 
leasing-based mould remanufacturing model) that shows top managers how to release the 
enormous value that is currently unrecognised and unappreciated. Meanwhile, we also 
develop new operational models to help them manage the day-to-day tactical elements so 
that they can realise their business objectives as well.

In general, the purpose of this section is to present a distributed agent-based mould 
remanufacturing framework (d-AMR) for moulds that are leased to customers and that 
can be remanufactured upon their return. A multi-agent system (MAS) provides natural 
key metaphors that facilitate a high-level and understandable description of the problem 
domain and the aspired solution. The objective of d-AMR is to increase the usability and 
prolong the life span of moulds through the organised rebuilding and remanufacturing of 
the mould design as well as the refurbishment and reuse of their components. Therefore, 
it is necessary to develop organisational and methodical strategies to initiate new distribu-
tion and business models between the supplier and user of moulds to realise a workable 
remanufacturing concept.

11.3.1 Multi-Agent System

An MAS is a system that applies various autonomous agents to accomplish some speci-
fied goals. Such a system is suitable for resource allocation problems since the nature of 
resource trading requires multiple agents to request for geographically dispersed het-
erogeneous resources. In order to support such a dynamic situation, an MAS must be 
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extended to accommodate the agent with a high negotiation skill capability, which is the 
ability of learning from the requirements of resources advertised by the involving agents 
during each interaction. One way of achieving this is to analyse the negotiation tactics and 
strategies in every counter-offer. The typical MAS scenario involves a set of autonomously 
situated entities interacting with each other and exploiting resources in the environment 
to achieve a common goal [64,65]. Those entities can be formulated as an abstraction of an 
agent, an object or, in general, a (social) communication partner that contains both the code 
and data necessary to perform some well-defined functions. Agents interact differently 
depending on situations. For instance, agents work cooperatively to achieve a common 
goal, while they behave competitively when their goals are conflicting.

11.3.2 Electronic Commerce

Electronic commerce (e-commerce) had an immense effect on the manner in which busi-
nesses order goods and have them transported with the major portion of e-commerce 
transactions being in the form of business-to-business (B2B). At large, e-commerce is 
defined as sharing business information, maintaining business relationships, operating 
business negotiations, settling and executing agreements by means of telecommunication 
networks, often the Internet, in order to achieve business transactions [66]. One hope of 
e-commerce was that direct merchants would profit by the elimination of middlemen—
those traders who are simply go-betweens from the producer to the consumer. On the basis 
of that, advances in e-commerce have unveiled new opportunities for the management of 
supply chain networks by increasing the mutual visibility of consumers and suppliers, 
and by raising the possibility that some of their trading processes may be automated [67].

Nowadays, e-commerce sites increasingly use agent-based systems for providing goods 
and services to their customers, which are time consuming and laborious [68]. In the literature, 
there are many agent-based e-commerce systems. One of the famous examples is the trading 
agent competition (TAC) [69], which is a test bed for intelligent software agents that interact 
simultaneously to obtain services for customers. In addition, some of them have also studied 
product returns in the e-commerce context [70–72]. In light of this context, e-commerce is 
examined in terms of technologies and emerging services, which are used to improve trading 
of used products and parts, including marketing, purchasing, sales and post sales.

11.3.3 Proposed Multi-Agent Framework

The idealistic model for our remanufacturing-centred process should be a three-layered 
structure only involving customers, lessor/remanufacturers and suppliers. The non-value-
added transferring process should be cut off to the maximum extent in order to achieve 
optimal efficiency. In the complex structure of d-AMR, by making the most of the infor-
mation flow and cooperation mechanism with the back up of business units, production 
planning and scheduling (PPS) units, warehousing units and supplier units, a conceptual 
supply chain model can be abstracted from the network system.

In the proposed conceptual model, abstracted from the e-commerce structure, all the 
middle structures, such as wholesaler, distributor and retailer, have been replaced by the 
backup system of four units. This approach will enable the remanufacturer to identify 
the end-customer’s demand directly and embrace a more efficient marketing and delivery 
channel. Like the other applications, agent technology provides higher flexibility, mobility 
and intelligence to the entire system. The framework allows different remanufacturing 
sectors within each unit to plan and correct deviance independently according to their 
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own needs, while not sacrificing the feasibility and synchronisation by collaborating 
with internal or external partners. The functionalities of each unit and its corresponding 
remanufacturing sectors are detailed as follows.

11.3.3.1 Description of Participants

The system is designed for the following three participants to meet their operational 
requirements and to enhance their business competitiveness:

•	 Customer/lessee: Expecting their requests for products or services from distributors 
and remanufacturers to be completed on time

•	 Lessor/remanufacturer: Receiving orders from customers and efficiently fulfilling 
them by cooperating with the internal operation departments and logistic service 
providers

•	 Logistic service provider/supplier: Providing logistic services with a full range of 
information support provided to both buyers and sellers in order to enhance the 
business efficiency of the customer/lessee

11.3.3.2 Description of Business Unit

In our design, there are five types of agents working for a business unit: administration 
agent, reception agent, finance agent, knowledge base agent and yellow pages agent. The 
functional behaviours of these agents are defined as follows:

•	 Administration agent: This agent obtains the information from the customer and 
then performs coordination between other agents to fulfil the customer’s request. 
It is responsible for gathering all the incoming orders and eliciting relevant infor-
mation regarding customer choices, preferences, specifications and handling cus-
tomer requests for order modification or cancellation. Customer preferences and 
profiles are stored in a database for further analysis to detect trends and develop 
customer relationship.

•	 Reception agent: This agent processes order information coming from the admin-
istration agent. After consulting with the finance agent about the credit of such 
customers, a customer demand will then transfer the requirement to the corre-
sponding agent in the PPS unit. After receiving a reply from the PPS unit, the 
reception agent will finalise a preliminary feedback report including cost, lead 
time and so on and send it back to the administration agent. This loop might go 
several rounds until an agreement between the administration agent and the cus-
tomer is achieved.

•	 Finance agent: It is responsible for controlling the lessee’s contract payments.
•	 Knowledge base agent: Imagine an agent whose task is to search for the internal 

structure of the mould designs, given some keywords and constraints. For this 
task, prior knowledge (provided by the literature or mould-making companies) 
of the methods file, and of the alternative mould features by the method data-
base and the mould feature geometry database is normally required. This may 
be acceptable for static environments, where the agent has permanent access to a 
database in its local network or the Internet. But in a dynamic environment, the 
addresses have to be acquired during runtime using some discovery mechanism. 
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For example, if the agent is executed on a mobile device, the model may restrict the 
ways to gathering information to save transmission costs or even delay the request 
until an appropriate and low-priced Internet access is available.

•	 Yellow pages agent: This agent provides all required information about registered 
suppliers. For example, when the procurement agent invites some suppliers to join 
parts supply bidding task, the yellow pages agent will be notified to connect the 
appropriate suppliers.

11.3.3.3 Description of Production Planning and Scheduling Unit

Three types of agents are designed for the PPS unit and the functionalities of these agents 
are defined as follows:

•	 Production planning agent: Upon receiving a request from the reception agent, the 
production planning agent will set out to obtain the information needed. Through 
considering local constraints (e.g., number of breakdown machines and current 
production schedule) and verifying the availability of the potential required parts 
with the warehousing unit, the production planning agent generates production 
plans and then gives the reception agent a notification.

•	 Remanufacturing management agent: This agent executes the remanufacturing pro-
cesses to satisfy orders for production. It collects the remanufacturing capacity and 
situation information from workshops (including the disassembly agent, cleaning 
agent, inspection agent, machining agent, reassembly agent and testing agent) and 
communicates with the production planning agent to smooth the production plan, 
and then allocates the production tasks to the related workshops.

•	 Workshop agents: Each workshop agent (including disassembly, cleaning, inspection, 
machining, reassembly and testing) has available objects that can be modified by 
local actions or actions from other agents. Actions are made possible by task flows, 
which are sequences of tasks and called the planning protocol. Obviously, the plan-
ning protocol is triggered upon reception of a new demand plan from a customer.

11.3.3.4 Description of Warehousing Unit

Three types of agents are designed for a warehousing unit and the functionalities of these 
agents are defined as follows:

•	 Warehousing agent: This agent handles the logistic information from the inven-
tory agent, the remanufacturing management agent and the procurement agent. 
It is responsible for coordinating the logistic process in the enterprise domain to 
achieve the best possible results in terms of on-time delivery, cost minimisation 
and so forth.

•	 Inventory agent: It deals with the inventory-related tasks, such as keeping track of 
materials, work-in-process and finished products inventory records, to meet the 
production requirement, determining the reordering point and responding to the 
inventory availability queries from the production planning agent.

•	 Procurement agent: The procurement agent analyses the whole production plan and 
decomposes the material requirements into specific categories in order to commu-
nicate the outgoing order information with certain suppliers.
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11.3.3.5 Description of Supplier Unit

Three types of agents are designed for the supplier unit, and the functionalities of these 
agents are defined as follows:

•	 Supplier interface agent: It provides an intelligent interface for the suppliers to 
bid for the outgoing orders of material requirement. It is responsible for inviting 
supplier biddings to fulfil the material requirements and proclaiming the award 
of a bid.

•	 Supplier management agent: It gives out supplier bidding rules and analyses the 
supplier bidding information from the supplier interface agent. It is responsible 
for managing supplier information and choosing the most suitable and reliable 
suppliers based on material requirements in the production process. The related 
supplier’s information is stored in the supplier profile database as cases to facili-
tate future procurement process.

•	 Delivery agent: The delivery agent gathers the material flow information inside the 
remanufacturer entity to facilitate the inside logistics and generate the outside 
logistics information. It is responsible for coordinating plans and suppliers in the 
enterprise domains to achieve the best possible results in terms of the goals of 
the closed-loop supply chain, including on-time delivery, cost minimisation and 
so forth.

11.3.4 Cooperation and Interaction Mechanism

In network economy, cooperation between supply chain partners plays an important 
role in the more dynamic, interactive and distributed supply chain. The following part 
describes the interactions among these agents.

The remanufacturer receives an incoming order from its customer. The incoming order 
flows to the administration agent. During the planning phase, the administration agent 
sends a demand plan to the reception agent to consult with the finance agent and then to 
the knowledge base agent to check the mould features. After identification, the knowledge 
base agent sends the needed parts/components to the warehouse agent to verify if those 
are in stock. For non-available products, it sends a demand plan to the production plan-
ning agent. Using this demand plan, along with resource constraints and lead times, the 
production planning agent builds its plan considering infinite supply and transmits it to 
the procurement agent.

The procurement agent specifies the demand plan into different categories of mate-
rial sources and generates the outgoing orders. The procurement agent first reaches the 
supplier profile database, if there are suitable suppliers based on the previous trading 
information; the outgoing orders can be sent directly to the delivery agent by the sup-
plier management agent. If there are not suitable suppliers in the database, a round of 
bidding should be carried out. The suppliers bid on the platform of the supplier inter-
face agent, and the bidding information subsequently goes to the supplier management 
agent. After receiving the applications of bid, the supplier management agent will give 
a comprehensive evaluation of the suppliers in consideration of quality, price, due date, 
service and so on, and then choose the most suitable suppliers according to the evalua-
tion results. Finally, the supplier management agent transmits its preferred plan to the 
delivery agent to complete the transport task. When suppliers answer the demand plans, 
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the administration agent receives a supply plan and communicates with the customer. 
Meanwhile, the yellow pages agent will notice and update all required information 
about the suppliers.

In addition to argumentation generation, selection is the key step of argumentation. 
Normally, a promising solution, that is, a bid of the highest promising value, will be 
selected. However, a promising solution to a remanufacturer may not necessarily be a 
good choice from the viewpoint of a global solution. A practical remedy to overcome the 
limitation is to diversify the search in the vicinity of local optimal via random construc-
tions; this attempts to avoid local optimal by jumping out of them early in the computa-
tion. In this way, the production planning agent may achieve coordination and coherence 
among the decisions of the remanufacturing management agent through a series of nego-
tiations and adjustments with workshop agents that are made individually, but in a coor-
dinated fashion.

If an event occurs in the internal supply chain operations, any agent can initiate collabo-
ration with its internal clients and suppliers by sending a revised demand or supply plan. 
This can be triggered by an agent who needs some products to fulfil inventory, lost pro-
duction or new demand. This explains why agents are also responsible for continuously 
monitoring their environment and reacting to disturbances. Owing to the interaction con-
text, an agent’s environment is also made up of all messages received from other agents 
specifying a new or modified requirement or replenishment, a contingency situation or a 
high-priority requirement to process.

11.4  Collaborative Leasing-Based Injection Mould Remanufacturing 
Process Analysis

The goal of the process analysis is to identify the key processes and to reduce the overall 
cycle time and process cost. We explain the cooperative bidding mechanism of a multi-
agent supply chain in Figure 11.1 as an example.

Numbers 1 to 9 represent the communication sequence between supply chain partners. 
Cooperation can be triggered by advertising orders of the remanufacturer.

 1. The procurement agent first reaches the supplier profile database.
 2. If there are suitable suppliers based on the previous trading information, the out-

going orders can be sent directly to the delivery agent by the supplier manage-
ment agent.

 3. If not, the procurement agent advertises its outgoing orders through the supplier 
interface agent to all the potential suppliers.

 4. After receiving the advertising orders, the potential suppliers makes the decision 
of bidding.

 5. If the supplier decides to bid, it will plan the application of a bid.
 6. The supplier bids on the platform of the supplier interface agent.
 7. After receiving the applications of a bid, the supplier management agent will give 

a comprehensive evaluation of the suppliers in consideration of quality, price, due 
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date, service and so on, and then choose the most suitable suppliers according 
to the evaluation results; the agent meanwhile gives necessary replies to the not-
chosen suppliers through its supplier interface agent.

 8. The supplier who has won the bid carries out production to fulfil the incoming 
orders.

 9. The supplier delivers the finished products to the delivery agent.

To test the practicality of the proposed multi-agent framework, all the interactions 
among participating agents in our distributed injection mould remanufacturing sce-
nario are suggested to be implemented in Java agent development framework (JADE), 
the most widespread agent-oriented middleware in use today, which is completely in 
compliance with the foundation for intelligent, physical agents (FIPA) standards. In 
addition to establishing a low-cost and effective communication model among partners 
to support process tracking, the d-AMR system adopts the radio frequency identification 
(RFID) technology.

As can be seen in Figure 11.2, the agent community is split into four different sites. The 
communication protocol between different agents is through the JADE platform by the 
Internet inter-ORB protocol [73] and focuses on JADE to JADE.
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11.5 Conclusions

In this chapter, a distributed leasing-based mould remanufacturing model, which utilises 
the advantage of MAS such as reactivity, utility evaluation, anticipation, scalability and 
negotiation, is introduced. The proposed framework can be a powerful tool to reach 
appreciated gains when implemented in a multi-agent programming environment such 
as JADE. Following the design of model architecture, conceptualisation of the required 
agent’s intelligent behaviours and the description of their implementation environment, 
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future work can be pursued with the following prospects in mind: First, different agent 
configurations should be experimented against real-world mould remanufacturing sce-
narios to identify the different situations where agents can perform well or not. The 
reasons need to be determined for further improvement of our model design. Second, 
it will be of great interest to increase the agent’s learning competency. An agent geared 
with certain learning capabilities would be able to update its utility functions and thus to 
modify its preference for an action. This should lead to an even more agile and perform-
ing multi-agent framework. Last but not least, the target application scenario is on mould 
remanufacturing; nevertheless, other remanufacturing processes share many similarities. 
Therefore by recognising the dissimilarities between mould remanufacturing and other 
types of remanufacturing activities, our proposed framework should be extended to other 
remanufacturing cases. This is highly promising and can thus form a more generalised 
distributed leasing-based remanufacturing process based on MAS.

References

 1. Maxwell, D., Sheate, W. and Vorst, R.v.d. 2006. Functional and systems aspects of the sustain-
able product and service development approach for industry. Journal of Cleaner Production 14, 
1466–1479.

 2. Rose, C.M. 2000. Design for environment: A method for formulating product end-of-life strate-
gies. Doctoral Thesis. (Stanford University).

 3. Sharma, M., Ammons, J.C. and Hartman, J.C. 2007. Asset management with reverse product 
flows and environmental considerations. Computers & Operations Research 34, 464–486.

 4. Guide, V.D.R., Harrison, T.P. and Wassenhove, L.N.V. 2003. The challenge of closed-loop sup-
ply chains. Interfaces 33, 3–6.

 5. Stahel, W.R. 1997. The service economy: ‘Wealth without resource consumption’? Philosophical 
Transactions: Mathematical, Physical and Engineering Sciences 355, 1309–1319.

 6. Intlekofer, K. 2010. Environmental implications of leasing. In school of mechanical engineering, 
Master’s Thesis. (Georgia Institute of Technology).

 7. Altan, T., Lilly, B. and Yen, Y.C. 2001. Manufacturing of dies and molds. CIRP Annals–
Manufacturing Technology 50, 404–422.

 8. Fishbein, B.K., McGarry, L.S. and Dillion, P.S. 2000. Leasing: A step towards producer responsi-
bility. (New York: Technical Report, INFORM, Inc.).

 9. Mont, O.K. 2002. Clarifying the concept of product–service system. Journal of Cleaner Production 
10, 237–245.

 10. Desai, P. and Purohit, D. 1998. Leasing and selling: Optimal marketing strategies for a durable 
goods firm. Management Science 44, S19-S34.

 11. Desai, P.S. and Purohit, D. 1999. Competition in durable goods markets: The strategic conse-
quences of leasing and selling. Marketing Science 18, 42–58.

 12. Bhaskaran, S.R. and Gilbert, S.M. 2005. Selling and leasing strategies for durable goods with 
complementary products. Management Science 51, 1278–1290.

 13. Desai, P. and Purohit, D. 1998. Leasing and selling: Optimal marketing strategies for a durable 
goods firm. Management Science 44(11), S19–S34.

 14. Lifset, R. and Lindhqvist, T. 2000. Does leasing improve end of product life management. 
Journal of Industrial Ecology 3, 10–13.

 15. Cooper, T. and Evans, S. 2000. Products to Services. (UK: Sheffield Hallam University).
 16. Savaskan, R.C., Bhattacharya, S. and Wassenhove, L.N.V. 2004. Closed-loop supply chain mod-

els with product remanufacturing. Management Science 50, 239–252.



287Multi-Agent Framework for Distributed Leasing-Based Injection Mould Remanufacturing

© 2008 Taylor & Francis Group, LLC

 17. Östlin, J., Sundin, E. and Björkman, M. 2008. Importance of closed-loop supply chain relation-
ships for product remanufacturing. International Journal of Production Economics 115, 336–348.

 18. Zwolinski, P., Lopez-Ontiveros, M.-A. and Brissaud, D. 2006. Integrated design of remanufac-
turable products based on product profiles. Journal of Cleaner Production 14, 1333–1345.

 19. Langella, I.M. 2007. Planning demand-driven disassembly for remanufacturing. Doctoral 
Thesis. (Magdeburg, Germany: Universität Magdeburg).

 20. Giuntini, R. and Gaudette, K. 2003. Remanufacturing: The next great opportunity for boosting 
US productivity. Business Horizons 46(6), 41–48.

 21. Toffel, M.W. 2004. Strategic management of product recovery. California Management Review 46, 
120–141.

 22. Sundin, E. and Bras, B. 2005. Making functional sales environmentally and economically ben-
eficial through product remanufacturing. Journal of Cleaner Production 13, 913–925.

 23. Guide, V.D.R., Srivastava, R. and Kraus, M.E. 1998. Proactive expediting policies for recover-
able manufacturing. Journal of the Operational Research Society 49, 479–491.

 24. Guide, V.D.R., Jayaraman, V. and Srivastava, R. 1999. Production planning and control for reman-
ufacturing: A state-of-the-art survey. Robotics and Computer Integrated Manufacturing 15, 221–230.

 25. Ferrer, G. 2003. Yield information and supplier responsiveness in remanufacturing operations. 
European Journal of Operational Research 149, 540–556.

 26. Sasikumar, P. and Kannan, G. 2008. Issues in reverse supply chains, part I: End-of-life prod-
uct recovery and inventory management–an overview. International Journal of Sustainable 
Engineering 1, 154–172.

 27. Sahni, S., Boustani, A., Gutowski, T. and Graves, S. 2010. Engine Remanufacturing and Energy 
Savings. (Cambridge, MA: Massachusetts Institute of Technology, Report No.: MITEI-1-d-2010).

 28. Zhu, Q. and Sarkis, J. 2004. Relationships between operational practices and performance 
among early adopters of green supply chain management practices in Chinese manufacturing 
enterprises. Journal of Operations Management 22, 265–289.

 29. Kumar, S. and Putnam, V. 2008. Cradle to cradle: Reverse logistics strategies and opportunities 
across three industry sectors. International Journal of Production Economics 115, 305–315.

 30. Majumder, P. and Groenevelt, H. 2001. Competition in remanufacturing. Production and 
Operations Management 10, 125–141.

 31. Ferguson, M.E. and Toktay, L.B. 2006. The effect of competition on recovery strategies. Production 
and Operations Management 15, 351–368.

 32. Debo, L.G., Toktay, L.B. and Wassenhove, L.N.V. 2005. Market segmentation and product tech-
nology selection for remanufacturable products. Management Science 51, 1193–1205.

 33. Guide, V.D.R., Srivastava, R. and Kraus, M.E. 1997. Product structure complexity and schedul-
ing of operations in recoverable manufacturing. International Journal of Production Research 35, 
3179–3199.

 34. Guide, V.D.R. and Srivastava, R. 1998. Inventory buffers in recoverable manufacturing. Journal 
of Operations Management 16, 551–568.

 35. Guide, V.D.R. and Wassenhove, L.N.V. 2001. Managing product returns for remanufacturing. 
Production and Operations Management 10, 142–155.

 36. Guide, V.D.R., Jayaraman, V., Srivastava, R. and Benton, W.C. 2000. Supply-chain management 
for recoverable manufacturing systems. Interfaces 30, 125–142.

 37. Guide, V.D.R., Teunter, R.H. and Wassenhove, L.N.V. 2003. Matching demand and supply to 
maximize profits from remanufacturing. Manufacturing & Service Operations Management 5, 
303–316.

 38. Denizel, M., Ferguson, M. and Souza, G.G.C. 2010. Multiperiod remanufacturing planning 
with uncertain quality of inputs. IEEE Transactions on Engineering Management 57, 394–404.

 39. Aras, N., Güllü, R. and Yürülmez, S. 2011. Optimal inventory and pricing policies for remanu-
facturable leased products. International Journal of Production Economics 133, 262–271.

 40. Berko-Boateng, V.J., Azar, J., Jong, E.D. and Yander, G.A. 1993. Asset recycle management—
A total approach to product design for the environment. In Proceedings of the International 
Symposium on Electronics and the Environment. (Arlington, Virginia: IEEE).



288 Distributed Networks

© 2008 Taylor & Francis Group, LLC

 41. Kerr, W. 1999. Remanufacturing and eco-efficiency: A case study of photocopier remanufactur-
ing at Fuji Xerox Australia. In International Institute for Industrial Environmental Economics (IIEEE), 
Volume Master of Science in Environmental Management and Policy. (Lund, Sweden: Lund University).

 42. Ahn, H. 2009. On the profit gains of competing reverse channels for remanufacturing of refill-
able containers. Journal of Service Science 1, 147–190.

 43. Grant, D.B. and Banomyong, R. 2010. Design of closed-loop supply chain and product recovery 
management for fast-moving consumer goods: The case of a single-use camera. Asia Pacific 
Journal of Marketing and Logistics 22, 232–246.

 44. Metta, H. 2011. A multi-stage decision support model for coordinated sustainable product and 
supply chain design. College of Engineering, Doctoral Thesis. (Lexington, Kentucky: University 
of Kentucky).

 45. Kerr, W. and Ryan, C. 2001. Eco-efficiency gains from remanufacturing: A case study of photo-
copier remanufacturing at Fuji Xerox Australia. Journal of Cleaner Production 9, 75–81.

 46. Matsumoto, M. 2009. Business frameworks for sustainable society: A case study on reuse indus-
tries in Japan. Journal of Cleaner Production 17, 1547–1555.

 47. Allen, D., Bauer, D., Bras, B., Gutowski, T., Murphy, C., Piwonka, T., Sheng, P., Sutherland, J., 
Thurston, D. and Wolff, E. 2002. Environmentally benign manufacturing: Trends in Europe, 
Japan, and the USA. Journal of Manufacturing Science and Engineering 124, 908–920.

 48. Brat, I. 2006. Caterpillar gets bugs out of old equipment: Growing remanufacturing division is 
central to earnings-stabilization plan. The Wall Street Journal, 5 July 2006, p. 1.

 49. Gray, C. and Charter, M. 2007. Remanufacturing and product design: Designing for the 7th gen-
eration. (The Centre for Sustainable Design, University College for the Creative Arts, Farnham, 
UK), p. 77.

 50. Sundin, E., Lindahl, M. and Ijomah, W. 2009. Product design for product/service systems: 
Design experiences from Swedish industry. Journal of Manufacturing Technology Management 20, 
723–753.

 51. Mähl, M. and Östlin, J. 2006. Lean Remanufacturing—Material Flows at Volvo Parts Flen. 
Department of Business Studies. Master Thesis. (Uppsala, Sweden: Uppsala University).

 52. Sandvall, F. and Stelin, C. 2006. The Remanufacturing Offer: A Case Study of Volvo Construction 
Equipment Implementing and Expanding Reman in Russia. School of Business, Volume Bachelor of 
Science. (Stockholm: Stockholm University).

 53. Khalil, L. and Olofsson, M. 2007. Reverse Logistics Study at Volvo CE CST Europe. Institution 
for Innovation, Design and Product Development, Volume Master of Science. (Eskilstuna: 
Mälardalen University).

 54. Debo, L.G. and Wassenhove, L.N.V. 2005. Tire recovery: The RetreadCo case. In: Managing 
Closed-Loop Supply Chains, S.D.P. Flapper, J.A.E.E.v. Nunen and L.N.V. Wassenhove, eds. (Berlin 
Heidelberg: Springer-Verlag), pp. 119–128.

 55. Driesch, H.-M., Oyen, H.E.v. and Flapper, S.D.P. 2005. Recovery of car engines: The Mercedes-
Benz case. In: Managing Closed-Loop Supply Chains, S.D.P. Flapper, J.A.E.E.v. Nunen and L.N.V. 
Wassenhove, eds. (Berlin Heidelberg: Springer-Verlag), pp. 157–166.

 56. RemTec_SA http://www.remtec.co.za (assessed on 07 October 2012).
 57. Mercedes-Benz_SA http://www.mercedes-benz.co.za (assessed on 07 October 2012).
 58. Mercedes-Benz_SA 2009. Genuine Mercedes-Benz remanufacture parts catalog. p. 81.
 59. Souza, G. C. 2010. Production planning and control for remanufacturing. Closed-Loop Supply 

Chains New Developments to Improve the Sustainability of Business Practices, M.E. Ferguson and 
G.C . Souza, eds. (Boca Raton, FL: Taylor & Francis), pp. 119–130.

 60. Mont, O., Dalhammar, C. and Jacobsson, N. 2006. A new business model for baby prams based 
on leasing and product remanufacturing. Journal of Cleaner Production 14, 1509–1518.

 61. Sharma, M. 2004. Reverse logistics and environmental considerations in equipment leasing and 
asset management. Doctoral Thesis. (Georgia Institute of Technology).

 62. Buchok, A. 2008. The design, manufacturing and use of economically friendly injection molds. 
Department of Materials Science and Engineering, Bachelor Thesis. (Massachusetts Institute of 
Technology).



289Multi-Agent Framework for Distributed Leasing-Based Injection Mould Remanufacturing

© 2008 Taylor & Francis Group, LLC

 63. Steinhilper, R. 1998. Remanufacturing: The Ultimate Form of Recycling. (Stuttgart, Germany: 
Fraunhofer IRB Verlag).

 64. Wooldridge, M. and Jennings, N.R. 1995. Intelligent agents: Theory and practice. The Knowledge 
Engineering Review 10, 115–152.

 65. Wooldridge, M. 2009. An Introduction to Multiagent Systems, 2nd Edition. (West Sussex, England: 
John Wiley & Sons, Ltd).

 66. Kokkinaki, A.I., Dekker, R., Nunen, J.v. and Pappis, C. 1999. An Exploratory Study on Electronic 
Commerce for Reverse Logistics. (Netherlands: Econometric Institute, Erasmus University 
Rotterdam).

 67. Chopra, S., Dougan, D. and Taylor, G. 2001. B2B: E-commerce opportunities. Supply Chain 
Management Review, May/June, 50–58.

 68. Mohanty, B.K. and Passi, K. 2010. Agent based e-commerce systems that react to buyers’ feed-
backs—A fuzzy approach. International Journal of Approximate Reasoning 51, 948–963.

 69. Collins, J. and Sadeh, N. 2009. Guest Editors’ introduction to special section: Supply chain trad-
ing agent research. Electronic Commerce Research and Applications 8, 61–62.

 70. Ryan, S.M., Min, K.J. and Ólafsson, S. 2002. Experimental study of reverse logistics e-commerce. 
In Proceedings of the IEEE International Symposium on Electronics and the Environment (ISEE), pp. 
218–223. (IEEE).

 71. Choi, T.-M., Li, D. and Yan, H. 2004. Optimal returns policy for supply chain with e-market-
place. International Journal of Production Economics 8, 205–227.

 72. Ramanathan, R. 2011. An empirical analysis on the influence of risk on relationships between 
handling of product returns and customer loyalty in e-commerce. International Journal of 
Production Economics 130, 255–261.

 73. Bellifemine, F., Caire, G. and Greenwood, D. 2007. Developing Multi-Agent Systems with JADE. 
(West Sussex, England: John Wiley & Sons, Ltd).





291© 2008 Taylor & Francis Group, LLC

12
The Smart Operating Room: smartOR

Marcus Köny*, Julia Benzko*, Michael Czaplik*, Björn Marschollek*, Marian Walter, 
Rolf Rossaint, Klaus Radermacher and Steffen Leonhardt

* These authors contributed equally.

CONTENTS

12.1 Introduction ........................................................................................................................ 292
12.1.1 Motivation ............................................................................................................... 292
12.1.2 Technical Challenges ............................................................................................. 293
12.1.3 smartOR Project ..................................................................................................... 293

12.2 Background ......................................................................................................................... 294
12.2.1 Medical Background ............................................................................................. 294
12.2.2 SOA-Based Integration for the Operating Room .............................................. 295
12.2.3 Open Surgical Communication Bus .................................................................... 296
12.2.4 Network Interfaces and Protocols ....................................................................... 297
12.2.5 M2IO Switch ............................................................................................................ 298
12.2.6 Related Works ......................................................................................................... 299

12.3 Concept of the smartOR ....................................................................................................300
12.3.1 System Overview ...................................................................................................300
12.3.2 Nomenclature and Interface Description ........................................................... 301
12.3.3 Interaction with the Hospital IT/Post-Operative Care .....................................302
12.3.4 Security Aspects and Patient Safety ...................................................................302
12.3.5 Risk Management ..................................................................................................304

12.4 User Interaction: Workstations ........................................................................................304
12.4.1 Surgical Workstation .............................................................................................304
12.4.2 Anaesthesia Workstation ......................................................................................306

12.4.2.1 Overview ..................................................................................................306
12.4.2.2 SomnuCare Software Concept .............................................................. 307
12.4.2.3 Interfacing Medical Devices ..................................................................308
12.4.2.4 Memory Mapped File Engine ...............................................................309
12.4.2.5 Innovative Clinical Applications ..........................................................309

12.5 Use Case Laparoscopic Intervention ............................................................................... 311
12.6 Conclusion and Discussion .............................................................................................. 313
Acknowledgements .................................................................................................................... 314
References ..................................................................................................................................... 314



292 Distributed Networks

© 2008 Taylor & Francis Group, LLC

12.1  Introduction

12.1.1  Motivation

During the last few decades, the usage of high-tech devices has increased intensively in 
daily routine as well as in patient care. Certainly, technical equipment has made a consider-
able contribution to improving the quality of clinical treatment. In particular, anaesthesia 
and critical care have profited remarkably by the engineering progress. Patient monitors, 
highly integrated microscopes and endoscopes, tracking and navigation tools, anaesthesia 
machines, electronic syringe pumps and infusion pumps are worth mentioning, as well as 
machines such as the extracorporeal oxygenation apparatus, heart assist devices and intraop-
erative cell salvage machines, to name just a few (Figure 12.1). Besides, advances in software 
engineering have led to more and more sophisticated applications providing image process-
ing, medical analysis and decision support. Not least, the potentialities for telemedicine have 
risen from technologisation for the benefit of treatment quality and resource conservation.

Altogether, outstanding advances and progresses have been made in medical treatment 
that can be improved further by networking. Currently, devices mainly operate indepen-
dently except for some standard couplings such as between the anaesthesia machine and 
the patient monitor. However, by interconnection, innovative and smart algorithms can be 
established such as improved intelligent alarm concepts, decision support facilities and 
automation procedures since interdependencies and synergies between devices exist.

A prerequisite, however, is that medical devices and their combinations are approved, 
safe, robust and easy to handle even in critical and stressful situations. Therefore, one has 
to take into account that medical staff, such as surgeons and anaesthetists, in our case, have 
to focus on the patient and not do error correcting or undertake workarounds. Moreover, 
surgeons and anaesthetists have different points of views and demands. One surgeon 
focuses on the surgical intervention, caring for optimal conditions regarding overview 

FIGURE 12.1
Typical scenario in the operating room.
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and underlying anatomy, whereas another manages a reliable narcosis under stable car-
diopulmonary conditions. By doing so, more or less technical effort is required, depending 
on the surgical procedure and the patient. Of course, there is a difference between a lapa-
roscopic appendectomy, a neurosurgical intervention and a heart transplantation.

In general, medical staff is adapted to certain devices and user interfaces so that a cutover to 
other frontends in principle involves a risk. Therefore, cross-functional cooperation is crucial 
for defining requirements and specifications. Obviously, the current situation is characterised 
by a huge variety of devices and machines with different control concepts and displays (ana-
log, digital, LCD, touchscreen, etc.), which is confusing and risky for patient safety.

12.1.2  Technical Challenges

There are several technical challenges in Section 12.1.1. The need for clearly arranged user 
interfaces makes standardisation necessary. New standards and methods for information 
presentation and device operation must be developed. Standardised interfaces for display-
ing information and operating devices would help the staff in the operating room (OR) 
to handle the multitude of different devices. Unfortunately, every device would still have 
its own displays and an interaction between the devices is still missing. Therefore, every 
device should be connected to a network. This would enable devices to exchange informa-
tion with other devices in the network and profit thereby. Furthermore, the information 
and alarms of every device can be submitted to central  workstations—one for the anaes-
thesia workplace and one for the surgical workplace. These workstations are able to evalu-
ate information received from the devices in the OR and present optimised information 
for the surgical and anaesthesia workplace. Furthermore, the workstations offer a central 
user interface for operating devices in the OR. All these challenges must be handled while 
ensuring a safe operation of all devices in a safety-critical environment.

To guarantee a safe operation of medical devices, every device on the market must com-
ply with different standards and laws. This is comparable to the certification of devices 
used in safety-critical applications such as airplanes or robotics. Before being brought to 
the market, every medical product must undergo a risk analysis according to DIN EN 
ISO 14971 or the future ISO 80001 first. These standards describe the risk management 
process of medical devices to guarantee a safe operation. By enumerating risks and pos-
sible impacts a medical device causes, different counteractions must be evaluated [2]. 
Furthermore, every device must be compliant with the criteria of electrical safety accord-
ing to standards such as ISO 60601 and the medical device directive.

Risk management and certification must be done for every medical device. Connecting 
two medical devices, such as, for example, a patient monitor and an anaesthesia machine, 
requires a new risk management and certification because new aspects that the connection 
generates must be considered. As can be imagined, supporting a flexible, modular and plug-
and-play connection between a multitude of devices [3] makes the assessment of risks, espe-
cially for one vendor, extremely difficult. Therefore, new standards and methods for risk 
management must be developed based on a state-of-the-art hardware and software protocol.

12.1.3 smartOR Project

To facilitate the smooth handling of medical devices in the OR more and more, the so-
called integrated operating room systems are used to optimise the human–machine inter-
action and enable data exchange between systems. Often, these are proprietary and closed 
systems, so that the integration of components of third-party vendors is not possible or 
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possible only with great effort. Therefore, the smartOR project (www.smartOR.de) has 
developed a  manufacturer-independent framework for networking medical devices. 
Currently available standards and concepts cover the requirements for a modular, flexible 
and plug-and-play integration rather poorly. To overcome these obstacles, an integration 
concept based on a service-oriented architecture (SOA) is presented, which is an enhance-
ment of the developed integration framework in the OrthoMIT project (www.orthomit.
de). The framework is based on well-known networking and Internet technologies such 
as Ethernet, TCP/UDP and web services. The web service standard guarantees a version-
independent compatibility between the devices and allows a flexible handling of the com-
munication regardless of the operating system. Medical devices are available as services 
and are handled by  central management components. Standardised interfaces are devel-
oped within the project to enable the data and command exchange of individual systems. 
Furthermore, aspects of risk management and certification are regarded during the com-
plete design process of described concepts and protocols.

Therefore, first, the basic technologies and modules used in the smartOR project are 
discussed in Section 12.2. Expanding on those, aspects of interfaces, nomenclature, patient 
safety and risk management are described in Section 12.3. In Section 12.4, the focus is on 
user interaction. Two workstations, one for the surgical workplace and the other for the 
anaesthesia workplace, are described, which represent the central display and operation 
panels for all devices in the operating room. Finally, this chapter closes with a use case as 
proof of concept and evaluation of the protocols in Section 12.5, followed by a conclusion 
and discussion in Section 12.6.

12.2  Background

12.2.1  Medical Background

Although distributed network intelligence plays a cross-departmental role in several situ-
ations, we want to focus on networking in operation rooms and subsequent post-operative 
care such as intensive care or post-anaesthesia care units. Regarding surgical interven-
tions, it is necessary to differentiate between elective and non-elective cases. Since non-
elective or emergency procedures are critical, saving time is an important goal, sometimes 
at the expense of costly arrangement and pre-examinations. Of course, for these cases, 
requirements for technical equipment or software differ completely from elective surgical 
procedures. Nevertheless, the patient’s state is dynamic and not always predictable since 
complications or adverse events can occur at any time.

In general, patient safety is the main focus. Another aspect is the increase of efficiency. 
Hence, patient monitoring and the application of sophisticated technical equipment should 
be targeted. The kind and severity of surgical operation is one factor; the pre-medical 
history and the current health state of the concerned patient is another factor. Anyway, 
utilised devices have to be robust and reliable. Additional functions and features that 
are optional and ‘nice-to-have’ must not affect basic functions or complicate handling. 
Nevertheless, the monitoring of several parameters and data is crucial for performing a 
safe anaesthesia and therewith a successful operation.

Usually, the sole analysis of one single parameter is neither reasonable nor target-aimed. 
Besides, its evaluation and interpretation are dependent on the current surgical progress 
and the patient’s physical condition. Thus, it has to be related to the current context and its 
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plausibility should be checked with other measured data and the clinical situation. Moreover, 
it is hardly surprising that the involved medical staff has various demands and requires 
specific information. Anyway, the work routines of a surgical nurse, an assistant doctor, a 
surgeon, an anaesthetist and an anaesthesia nurse, to mention the most common attendants, 
are completely different. Since monitoring of the physical condition during anaesthesia is 
the central task of the anaesthetist, the surgeon only needs very brief and compact informa-
tion about the current medical situation. Mostly, for that, periodic oral information by the 
anaesthetist is sufficient and adequate. Apart from that, for the surgeon, other data are of 
peculiar interest such as the preliminary medical findings and images such as x-rays, CT 
data or MRI. Furthermore, some very specific tools and technical devices such as navigation 
tools, cameras or further intraoperative medical imaging, are used as appropriate.

Collecting all available information, consolidation and evaluation in consideration of the 
current circumstances and surgical progress is crucial for controlling the vital functions 
and the physical condition of the patient. The enormous number of diverse graphical user 
interfaces and displays from multiple devices and machines is sometimes awkward to 
handle. Thus, a manufacturer-spanning overview of context-related consolidated infor-
mation would be beneficial. This could also be the basis for more sophisticated supporting 
systems. But, to date, alerting systems are predominately fixed on one single parameter. 
The plausibility check and evaluation of the clinical relevance of an initiated alarm is 
carried out with the help of further parameters, the clinical sight and experience of the 
concerned physician. At this point, the usage of adapted hardware and software could 
provide benefits. Furthermore, additional information about the patient’s pre-medical his-
tory or preliminary medical findings (test results, images, ECG, etc.) matters, so an easy-
to-handle recall of appropriate data should be possible for every concerned team member.

Finally, information about the performed operation, including surgical and anaesthetic 
details, should be consolidated, processed and transferred to the hospital information sys-
tem automatically. In this manner, surrender of relevant data that are significant for fur-
ther post-operative care (on the post-anaesthesia care unit, intensive care unit or even a 
general ward) could be carried out.

12.2.2  SOA-Based Integration for the Operating Room

For the integration of medical devices in the operating room, an SOA framework has been 
chosen in the smartOR project. SOA is a paradigm for organising and utilising distributed 
functionality and resources [4]. The functionalities and resources may be under different 
ownerships and are implemented as reusable and distributed services. They are techni-
cally and functionally loosely coupled and used by other components or services. Access 
is realised over the so-called interface descriptions, which specify how a service consumer 
has to interact with a service provider. SOA is technology-independent; it describes a 
paradigm instead of a precise realisation. Therefore, it is an optimal solution connecting 
completely different devices from various manufacturers and production dates. The appli-
cability of SOA for a modular, flexible and integrated operating room system architecture 
has been proved and can be seen in Ref. [3].

To implement SOA, different technologies can be used. In the smartOR project, the pro-
posed integration framework is implemented by building a central communication net-
work called open surgical communication bus (OSCB). Furthermore, technologies such as 
web services, service oriented access protocol (SOAP), web service description language 
(WSDL), extensible markup language (XML) and devices profile for web services (DPWS), 
which are described in this section, are used.
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12.2.3  Open Surgical Communication Bus

OSCB is the central transportation medium and the common communication principle. 
It is realised over an IP-based network, which can be optionally expanded with a central 
communication server. To establish communication between medical devices over OSCB, 
open and standardised interfaces are necessary. Figure 12.2 shows the SOA-based inte-
gration framework for the operating room with the following safety and management 
components:

•	 Service manager
•	 Monitoring system
•	 Event manager
•	 Workflow engine
•	 Communication server
•	 Gateway

Medical devices can be a service consumer and/or service provider. A service provider 
is a device that offers its capabilities encapsulated in a service. A service consumer uses 
services provided by a service provider. The system is managed by the service manager. 
Every service provider has to register the offered service to the service manager. The reg-
istration consists of the publication of the interface description and some meta-informa-
tion such as vendor, device description, device type and so on. Service consumers can 
ask the service manager for the needed services. For safety, security and reliability of the 
whole system, the service manager provides further services that are also important for 
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risk management. These services are initialisation routines and access control. The event 
manager is an optional component whose function is the central management of all events 
occurring on the network. Therefore, service providers have to register their events, while 
service consumers can subscribe for events and are then notified upon request of the occur-
rence of an event. The communication server/connector is used to transform data formats 
and to integrate components without a standardised format. The gateway in the network 
connects the OR network (OSCB) with the hospital IT network. The two primary functions 
are the logical separation of the two networks plus the function as a protocol converter 
and security system. An optional component is the monitoring system for monitoring the 
network and integrated devices. It supports the service manager in detecting faulty equip-
ment or services and reports problems via the event manager.

12.2.4  Network Interfaces and Protocols

The physical layer of OSCB uses Ethernet. It provides high bandwidth and low opera-
tion costs due to its prevalence in the most clinics. It is a best-effort solution; for example, 
there is no guarantee about the disposition of the data (for further reading, refer to Refs. 
[5–9]). Ethernet covers the physical and data link layer in the ISO/OSI reference model, 
and thus forms the basis for the IP protocol used on the network layer. The transport 
layer is completed by TCP (transmission control protocol) and UDP (user datagram pro-
tocol), depending on the application. TCP establishes reliable communication between 
two end points and addresses the alleged drawback of sporadic non-disposition of net-
work packets where necessary. With respect to the underlying techniques, OSCB can 
only be defined for device identification, device management, exchange of parameters 
and commands with no hard real-time demands. Large amounts of data and real-time 
data, such as high-resolution video, must be transmitted using other protocols. Protocol 
negotiation can be done using OSCB, though. Additionally, there can be other physi-
cal channels, such as the use of an matrix switch (see Section 12.2.5) or an additional 
Ethernet channel.

In the upper layers, web service technology is used. Web services are defined by 
the World Wide Web Consortium (W3C) as services that may support the cooperation 
between different applications on different platforms [10]. Each service is characterised by 
a uniform resource identifier (URI) and thus is uniquely addressable [11]. Its interface is 
human and machine readable and can be described by WSDL. Web services are autono-
mous and cannot be influenced by whether and how a message is processed by them. 
Message exchanges between service providers and service consumers are based on XML. 
XML is a meta-language that allows hierarchically structured data to be used using text 
documents. By the exclusive representation of text, it is platform-independent and hence 
is ideal for the message payload. Beyond this, the W3C recommendation XML schema is 
used to define the structure of an XML document [12]. XML schema provides a set of basic 
data types, supports complex types by restricting or expanding existing types and allows 
the definition and structuring of the message format using the XML-based SOAP network 
protocol [13]. SOAP is used for exchanging messages between two devices on the network 
and specifies the structure of the messages and the representation of the data it contains. 
Hence, the sender and recipient are able to define and interpret the messages correctly. 
SOAP does not define the semantics of message contents. Although remote procedure calls 
are available via SOAP, they are not used at the smartOR project. SOAP messages consist 
of an optional header and a body element, which are enclosed in an envelope. To trans-
mit a message, the SOAP protocol data must be embedded in other protocols from the 
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application and transport layer. The most popular and widely used example is HTTP over 
TCP. Currently, XML, XML Schema and SOAP have the status of a W3C recommendation.

In summary, communication partners use the SOAP protocol to agree on a message for-
mat. In this case, the message data are always going to be encapsulated in an XML docu-
ment, which itself is structurally defined by an XML schema. As the SOAP protocol can 
only define a message structure, it must employ other methods or protocols to perform the 
actual message transport and delivery. While smartOR relies on the widely used HTTP, 
other protocols such as SMTP or FTP are possible.

For a detailed description of the offered services, devices use the XML-based WSDL. 
WSDL is independent of protocols, programming languages and platforms and hence 
meets the requirements set by a heterogeneous clinical network. In particular, machine 
readability is guaranteed by the XML format. This is important inasmuch as every service 
consumer can now access information on the syntactic form in which service calls are to be 
made. SmartOR web services provide a detailed interface description to consumers using 
WSDL.

For web services, there are many additional modular specifications in the context of 
SOAP and WSDL use, all named with the prefix ‘WS-’ and collectively referred to as ‘WS-*’. 
WS-Discovery is used for the discovery of devices and their services in the network (either 
a certain type or all), while WS-Addressing provides permanent and unique addressing; 
WS-Security describes how the integrity and confidentiality of messages can be ensured. 
The WS-* specifications extend the functionality of SOAP and WSDL and are heavily used 
in the smartOR project.

To meet the requirements of resource-limited devices, of which there are typically plenty 
in OR networks, web services must be carefully implemented. For a secure communication 
via web services, for facilitating the identification and description of devices and services 
and for eventing mechanisms, DPWS is used. DPWS describes series-to-use WS-* standards 
and presents specifications for implementing. In smartOR, in particular, WS-Discovery, 
WS-Addressing and WS-Security are used besides other WS-* specifications.

12.2.5  M2IO Switch

Despite a steadily higher throughput and lower latency for Ethernet connections, video 
or audio signals cannot always be transmitted reliably or with sufficient quality. In these 
cases, conventional KVM switches (keyboard–video–mouse) are primarily used for direct 
user interaction. Therefore, a KVM switch is integrated in the smartOR concept. Devices 
such as the endoscope, which need to display a high-quality video signal on the surgical 
workstation, can set up the KVM switch using the OSCB and route the video and audio 
signals to the workstation or other devices (Figure 12.3). The KVM switch is called the 
matrix switch (man–machine input/output) and has been defined to meet the following 
requirements:

•	 OSCB basic functions:
•	 Read the current configuration
•	 Switching all inputs and outputs in a matrix

•	 Input/output types: HDMI/DVI, VGA and S-video (input only), USB keyboard, 
mouse and touch screen, analog audio (duplex), RS232

•	 Operation with extenders to improve cable length problem
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•	 Configurable picture-in-picture for simultaneous display of the planning software 
and control

•	 Emulation of USB protocols of various screens with different resolutions
•	 Conformity to standards: DIN60601-1 (electrical safety), DIN 62304 (software) 

and so on.

Thereby, several smartOR project objectives should be achieved. It is possible to operate the 
switch functions via web services and OSCB. The matrix switch can also provide an easy-to-
use dynamic user interface for the devices registered over OSCB. If error messages are sent 
that conform to the protocol, a notification can be delivered to the user by the switch.

12.2.6  Related Works

During the last few years, many approaches have been developed to build integrated net-
worked operating rooms and optimised human–machine interaction concepts. For exam-
ple, there are many integrated operating rooms from Richard Wolf GmbH, Karl Storz or 
Olympus for minimal invasive endoscope-based surgery. All these integrated operating 
room solutions are based on networked devices to exchange information between medi-
cal devices. For example, the endoscope can submit the current exposure to the endo-
scopic light to optimise the exposition. Furthermore, there are central operating panels 
visualising the current state of surgical devices and allowing the user to control different 
devices from one panel. Additionally, these devices can be operated by voice activation. 
Unfortunately, these solutions are built by only one manufacturer and only devices from 
licensed vendors can be integrated in these solutions. Furthermore, the interaction and 
exchange of vital signs between the anaesthesia workplace and the surgical workplace 
are missing. To support a manufacturer-independent device interoperability, SOA on the 
basis of web services has been used in previous interdisciplinary European research proj-
ects such as, for example, the OrthoMIT [14,15] and FUSION [16] projects. During these 
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projects, the web service-based SOA architecture could be proved. Furthermore, similar 
concepts have been developed in the context of MDPnP [17,18], projects by Julian Goldman 
in the United States. Finally, the smartOR project aims to merge the previously named 
aspects of a web service-based SOA architecture to allow a manufacturer-independent 
device interoperability, allowing information exchange between medical devices and cen-
tral optimised human–machine interaction using central optimised display units. Finally, 
the concept is proofed in a demonstrator and the developed protocols are going to be 
standardised.

12.3  Concept of the smartOR

12.3.1  System Overview

The overview of an anaesthesia-dominated smartOR instance is shown in Figure 12.3, 
with essential technical components used for most surgical interventions.

The main component of the integrated OR is OSCB, which is the central transportation 
medium and the common communication principle. All devices in OR are connected to 
OSCB. To establish communication between the medical devices over OSCB, open and 
standardised interfaces are necessary, which are described in detail later. At the surgi-
cal workplace, the surgeon has a central display and control component, which can be 
controlled during a surgical intervention using touchless input methods by himself or 
the assistants. All available and controllable devices by the surgeon can be found on the 
graphical user interface of the surgical workstation. It presents context-related information 
for the surgical team, such as vital signs and relevant alarms, which potentially require 
further interaction, as well as the patient’s current health state. Accordingly, the anaesthe-
sia workstation provides all information about the patient that is relevant for the anaes-
thesiologist by consolidating the information of patient monitor, anaesthesia machine 
and syringe pumps during the intervention. Additionally, a telesupervision system [1] is 
integrated.

Moreover, several partners of the smartOR project have implemented the OSCB support 
and integrated their devices; for example, the integration of a tracking system, an insuf-
flator, an endoscope with endoscopic light and an OR table have been demonstrated. All 
devices offer their functionality using web service encapsulation and communicate con-
formably to the OSCB protocol.

Optionally, a protocol converter can be used to integrate devices that do not implement 
the OSCB protocol. The converter can be a medical approved PC, such as, for example, the 
surgical or anaesthesia workstation, or an embedded system with the capability to run 
the OSCB protocol and connect to the medical device. The gateway is used for connecting 
the medical IT network in the OR to the hospital IT network. The two primary functions 
are the logical separation of the two networks plus the function as protocol converter 
and security system. The gateway filters potentially unsafe traffic from the hospital IT 
network and sensitive data by an integrated firewall. Furthermore, the gateway forwards 
data to the telesupervision system to the hospital IT, which is virtually connected to the 
operating room.

With this concept, all components can be substituted by others as long as they use the 
defined nomenclature and interface description that is characterised in the next section.
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12.3.2  Nomenclature and Interface Description

To ensure the sustainability of the smartOR project, the consortium developed proposals 
for the standardisation of the protocol and the interfaces. These proposals are submit-
ted to national and international bodies. So far, for the OSCB protocol, nomenclatures are 
defined for the devices that are used in the demonstrator (see Section 12.5). They are devel-
oped based on ISO 11073-10101 [19], which are used for semantic descriptions of devices, 
measurements, units, events and so on; see also Ref. [20].

Nomenclatures include a unique reference ID in the entire network, for example, for groups 
and types of devices, physical units or events. Other data can be assigned to this ID, depend-
ing on this determination. Data that can be assigned to a parameter or attribute could be, for 
example, a description, an understandable plain-text name, a type and the unit of the repre-
sented value. For an event, it may suffice if only the reference ID is transmitted. For example, if 
a device goes into standby mode, the sender and the reference ID is sufficient for the receiver 
of the message, since the information is immediately clear from the occurred event.

The designation is built using specified rules, which are based on the standard 11073. For 
example, the designation of an insufflator device would be MDC_DEV_INSUFFLATOR. 
MDC stands for medical device component; the second part specifies if it is a device (DEV), 
a command (CMD) or an event (EVT). Parameters are named using the device name as 
the second part. For example, MDC_ECG_HEART_RATE stands for the ECG heart 
rate. Examples of events that can be sent from an OR table are: MDC_EVT_ORTABLE_
CHARGING, MDC_EVT_ORTABLE_BATT_OPERATED, MDC_EVT_ORTABLE_BATT_ 
CHARGING, MDC_EVT_ORTABLE_ BATT_LOW. They describe the used battery and its 
charge state. A selection of possible parameters of an OR table, as well as their definitions 
and format, is listed in Table 12.1. The strength of the open protocol is that manufacturers 
can expand the parameters and functions according to their personal needs.

The interface definition is the core of OSCB. The goal is an encapsulation of the devices 
and their functions realised over DPWS and web services as well as the achievement of an 
efficient SOA-based machine–machine communication. The main focus lies on interoper-
ability and openness to ensure a best-possible cross-vendor interaction of the participating 
devices. Furthermore, the discovery of other devices, their registration and deregistration 
plus the description of services are unified. As a model for the descriptive services, WSDL 
is used in version 1.1. WSDL describes the interface and specifies the characteristics and 
protocols for the transmission of messages. In OSCB, SOAP is implemented over HTTP in 
conjunction with TCP.

TABLE 12.1

Parameters of an OR Table

Reference ID Definition Type Format Unit of Measure

MDC_ORTABLE_POS_HEIGHT Heights of OR-Table Numeric 1000 mm
MDC_ORTABLE_POS_
LONGITUDINAL

Longitudinal position of 
OR-Table top

Numeric 1000 mm

MDC_ORTABLE_POS_BACK Angle of the back Numeric 1.1 degree
MDC_ORTABLE_POS_LEG_BOTH Angle of leg Numeric 1.1 degree
MDC_ORTABLE_POS_LEG_LEFT Angle of left leg Numeric 1.1 degree
MDC_ORTABLE_POS_LEG_RIGHT Angle of right leg Numeric 1.1 degree
MDC_ORTABLE_POS_TREND Trendelenburg angle Numeric 1.1 degree
MDC_ORTABLE_POS_TILT Tilt angle Numeric 1.1 degree
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Services will be kept as general as possible to keep OSCB flexible and clear. There are 
two categories of services: required services, which must be implemented by any device, 
and individual services, which are dependent on the particular device and usually encap-
sulate a function. The mandatory identification service has to transmit the device’s skills 
plus supported parameters and attributes upon request. Typically, this request is made by 
the service manager immediately after finding the device. To identify the devices, medi-
cal device profiles can be used. A mandatory control service allows one to set and read 
parameters. The reference ID of each parameter and the used command are passed. If the 
parameter should be set to a fixed value, the value must be submitted. To proceed on an 
OR table one step up, a call could look like this in pseudo-code:

setParameter(MDC_ORTABLE_POS_HEIGHT, MDC_CMD_PLUS, null); 

Here, the increment command MDC_CMD_PLUS is used and the third value passed is 
ignored. Alternatively, this could be a specific target value for the parameter. In this case, 
the command would be MDC_CMD_VALUE instead of MDC_CMD_PLUS.

Feedback is made asynchronously via events. Syntactic and semantic errors are sup-
ported, along with the achievement of an intermediate or final value for a parameter. If a 
service control assigns an insufflator to set a certain pressure, the insufflator informs the 
requesting device regularly on intermediate values or any errors that may occur due to 
external circumstances.

12.3.3  Interaction with the Hospital IT/Post-Operative Care

Information needed during intervention, such as the patient’s anamnesis or digital imag-
ing and communications in medicine (DICOM) images from radiology, can be transferred 
from the hospital IT through the gateway to concerned devices in the operating room. For 
example, anamnesis is relevant for the surgeon and the anaesthesiologist for an optimised 
therapy. The DICOM images can be used by the navigation system for brain surgery.

After the intervention, an anaesthesia and surgery report can be transferred to the hos-
pital information system. These reports are necessary for treatment after intervention in 
post-operative care or future therapies.

Devices exchanging such information need to communicate with the gateway to per-
form a data transfer. This is necessary due to the security restriction described in Section 
12.3.4, to filter information for potential security risks for the smartOR (OSCB) network.

12.3.4  Security Aspects and Patient Safety

The implementation of the proposed SOA-based integration approach to a clinically appli-
cable reliable system requires further steps. By adding networking functionality and an 
open bus to common standalone devices, these systems are suddenly exposed to malware 
threats and network attacks. The IEC 80001-1 risk management standard defines security 
goals for medical networks: patient protection, device and data safety as well as commu-
nication process stability.

Patient protection particularly includes the prevention of misbehaviour of medical 
devices that could physically harm the patient. Device and data safety refers to the avail-
ability of medical devices in a proper state and the confidentiality of sensitive data such 
as patient identity, diagnoses, medical history and medication. A lack of confidentiality 
can cause legal problems to the responsible organisation. Communication process stability 
ensures that devices can use available services and exchange data in the network.
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Important hazardous situations are malware-infected systems in the same network and 
hacker attacks from outside the network. Moreover, devices must only accept commands 
from eligible service consumers at any time.

Approaches using centralised components bear the risk of creating one or more sin-
gle points of failure. Components such as the service manager and the event manager 
are essential for the operation of the OSCB-based network. Failure of one of the central 
components may cause the breakdown of the OSCB network and make service provid-
ers unavailable for service consumers, which again can result in an insufficient patient-
centred care. Hence, it is necessary to create redundancy of the important hardware and 
software and implement an additional decentralised communication method that can be 
fallen back upon an emergency situation.

Problems resulting from deficient information security can directly influence patient 
safety. For example, a syringe pump or an anaesthesia machine may cause serious harm 
to the patient by applying an incorrect dosage of anaesthesia medication. By allowing 
devices on the network to change these settings, there exists a new way of accessing them. 
It must be guaranteed that devices only accept authenticated, authorised and validated 
commands from service consumers.

The first step to protect the smartOR network is to separate it from the remaining (medical 
and non-medical) clinic IT. This adds a layer of security because an attacker needs physical 
access to at least one device in an access-controlled environment. However, communication 
with other networks can be desirable as electronic patient records can be stored, for example, 
by PACS systems outside the smartOR network and could provide essential data for the 
surgical workflow. To address this issue, a dedicated gateway is used as the only interface to 
the clinic IT network. The gateway is protected by a firewall and only permits non-malicious 
network traffic. This, however, only protects from attacks originating from the easily acces-
sible network. Other devices in the smartOR network may come with a separate Internet 
connection and are at risk of being infected with malware, which makes them a possible 
threat to all units in the network. Hence, malware protection must be implemented on all 
devices. The proper usage of antivirus software or other counter-mechanisms, including 
related risk management, is left to the respective medical device manufacturer.

To meet the requirements for information security in IT networks [21], several approaches 
can be used. The Organization for the Advancement of Structured Information Standards 
(OASIS) published an extension to SOAP called WS-Security. The extension aims to pro-
vide confidentiality and integrity using the W3C recommendations XML Encryption and 
XML Signature. Possible techniques that can be applied are X.509 certificates or protocols 
following the Kerberos paradigm.

From a medical device perspective, it is necessary to use access control mechanisms to 
make sure that only commands from eligible service consumers are accepted. All smartOR 
devices and systems feature an access control list (ACL) that defines which device types 
(e.g., cameras and OR tables) are eligible. In addition, the responsible operator IT risk man-
ager is able to define exceptions and additions to ACL for every possible device combina-
tion and thereby overrule the vendor-supplied ACL. These exceptions and additions are 
stored in a central database and are transferred to the smartOR devices in defined inter-
vals or on manual request (e.g., immediately before starting surgery). Decisions on allow-
ance or denial are made based on ACL and the local copy of the exception list is available 
on the device.

At least for medical devices that are critical for the patient’s health status, this neces-
sitates the prevention of impersonation attacks. To be able to authenticate other devices, 
digital signatures and certificates are needed and this requires the use of asymmetric 
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cryptography and the implementation of a public key infrastructure (PKI). Despite there 
being the option to employ a central smartOR PKI that issues certificates for every smartOR 
device, the current OSCB specification stipulates an extra PKI to be run by each respon-
sible organisation. Hence, it is the risk manager’s task to issue a certificate for each device 
and to store the facility’s public key on the device during the first initialisation.

A further aspect in the field of security is updates that are released for operating systems 
in use. Owing to newly discovered threats (caused by security flaws in the operating sys-
tem) or new versions of computer viruses, this update may be essential for the operating 
system security [22]. However, these updates may not always be immediately transferred 
to a running system because, under certain circumstances, it is not directly clear that there 
are no unwanted side effects on the existing functionality of the medical device.

12.3.5  Risk Management

The IEC 80001-1 (application of risk management for IT networks incorporating medical 
devices) will provide a basis for modular, multi-vendor integration of medical devices in 
clinical IT networks in the future [23]. It defines the roles and responsibilities and describes 
the risk management measures in the overall context.

The technical risk analysis performed by Ibach for the SOA-based framework has 
shown that a flexible, modular integration with a central user interface is possible [3]. 
Regarding the human–machine interaction, a first risk analysis has been performed [24]. 
For this, the endoscopic use case from the smartOR project has been abstracted, that is, 
medical devices and input/output devices and users are considered. To reflect the differ-
ent processes, three modes of communication have been defined: user–system communi-
cation, system–user communication and system–system communication. The mAIXuse 
approach [25], which has been developed at the Chair of Medical Engineering at RWTH 
Aachen University, has been applied as part of the first analysis and then examined for 
potential errors in the information process. The analysis identifies potential risks in the 
following aspects:

•	 Process of perception (visual, auditory, tactile)
•	 Cognitive processing (sensorimotor, rule-based and knowledge-based regulatory 

action level)
•	 Context of motor action (defect classification according to the external appearance)

For example, the initial risk analysis has shown that before surgery takes place, a system 
initialisation has to be done. At this point, it can be examined whether there are suitable 
input/output devices present for the medical equipment used. To reduce or avoid possible 
errors, the creation of situation awareness should be a main goal of system and GUI design.

12.4  User Interaction: Workstations

12.4.1  Surgical Workstation

In Figure 12.4, a screenshot of the surgical workstation can be seen with the consolidated 
patient’s state on top and activated OR-table control panel. On the left side, all devices 
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connected to OSCB are listed. Detailed information and options for device control can be 
accessed by selecting a device. In the detail frame, individual information according to the 
device is displayed. This detailed information, for example, a control panel, is delivered 
by the device vendor and can be designed to present individual device control functions 
and properties. Such customised control panels for device operations are described in a 
platform-independent XML-based language. The control panels must be requested by the 
workstation from the devices over the OSCB.

The functionality of the surgical workstation is optimised for the workplace of the sur-
geon. For example, during a standard intervention, the surgical team only needs the most 
important information about the patient, such as heart rate, blood pressure and a traf-
fic light showing the patient’s state, which are displayed in a condensed form on top of 
the application. However, the devices used by the surgeon, such as, for example, the OR 
table control, an endoscope or the tracking system, can be controlled by the surgeon or an 
assistant. Furthermore, the information of the surgical workflow is displayed. Using the 
information of the workflow, the surgeon can be informed of future steps of the interven-
tion. For example, devices can automatically be prepared for use in the following step of 
the intervention.

In case of an alarm on a specific device, the device is highlighted in the list on the left 
side. In order not to interrupt possible operation by the surgeon, the panel specifying 
the alarm is not shown automatically. However, detailed information can be retrieved 
by selecting the according device manually. For example, detailed information about a 
blood pressure alarm can be retrieved by activating the anaesthesia workstation’s panel. 
Furthermore, detailed information about the patient’s state and vital signs can be obtained 
from the anaesthesia workstation.

FIGURE 12.4
Surgical workstation with activated OR table control.
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12.4.2  Anaesthesia Workstation

12.4.2.1  Overview

Typically, the anaesthesiologist’s workplace consists of a patient monitor, an anaesthesia 
machine and syringe pumps for drug application. These components are essential and 
necessary for monitoring the patient’s condition and performing the narcosis. The work-
station retrieves vital signs and alarms for further processing and combines them to be 
presented on a central display unit on the workstation. Furthermore, an intelligent alarm 
concept based on the patient’s vital signs combined with information from the smartOR 
network supports the anaesthesiologist. Additionally, a telesupervision system is inte-
grated for training and teleconsultation purposes.

In Figure 12.3, the anaesthesia workstation and the position in the smartOR network 
can be seen. In Figure 12.5, the typical components of the anaesthesiologist’s workplace 
are shown. The workstation is the central component of the anaesthesia workplace. It 
receives data such as the ECG, blood pressure, breathing parameter and applied drugs 
from the patient monitor, anaesthesia machine and syringe pumps, processes these data 
and presents them in a consolidated uniform way. Furthermore, the anaesthesia worksta-
tion uses data received over OSCB from surgical devices such as the OR table or an insuf-
flator, combines them with the vital signs of the patient and generates context-sensitive 
alarms and patient information. During the intervention, the workstation sends consoli-
dated information about the patient to the surgical workstation, as described in Section 
12.4.1. In case of a critical situation, detailed information about the patient’s state and 
additional vital signs are sent to the surgical workstation on request, using an additional 
real-time connection.

The main component of the anaesthesia workstation is a common medically approved 
PC in combination with special software written in C++/Qt called SomnuCare.

Patient monitor

Telesupervision

Anaesthesia workstation

Pumps

Anaesthesia machine

Anaesthesiologist

FIGURE 12.5
Overview of the anaesthesia workplace.
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12.4.2.2  SomnuCare Software Concept

The SomnuCare software has three main tasks. The first is collecting the informa-
tion from all connected devices using different interfaces and storing vital signs, com-
mands and alarms in a central storage unit. The second task is to analyse these data to 
present the information in an efficient and adapted way. Furthermore, this information 
is used to build a support system for the anaesthesiologist. The third task is to provide 
vital signs, alarms and consolidated information to OSCB. Additionally, it acts as a 
server for the telesupervision system. Thus, the workstation features a video and audio 
channel to provide further information about the current situation in the OR to the 
supervisor.

In Figure 12.6, the main components of the SomnuCare software are shown. The 
SomnuCare software uses a modular architecture. This allows the programmer to eas-
ily integrate new components such as interfaces for medical devices or processing medi-
cal data stream. The two central modules are the memory mapped file (MMF) storage 
and the SomnuCare interfaces. The interfaces retrieve data from connected devices using 
different hardware and software interfaces and store the data in the MMF module. To 
easily integrate new devices into SomnuCare, the interfaces offer a uniform application 
programming Interface (API). Data stored in the MMF module can be easily accessed by 
other instances within the software, as a GUI, which presents vital signs and additional 
information generated by SomnuCare, the telesupervision server or OSCB.
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FIGURE 12.6
Overview of SomnuCare software. (Modified after M. Köny et al., The Third International Conference on Emerging 
Network Intelligence, Lisbon, Portugal, 2011.)



308 Distributed Networks

© 2008 Taylor & Francis Group, LLC

12.4.2.3  Interfacing Medical Devices

Medical devices can be connected to SomnuCare using different methods and protocols. 
Every device supporting the OSCB protocol can be connected to the anaesthesia worksta-
tion regardless of the type and manufacturer.

Devices using proprietary protocols or protocols that are not compliant with OSCB can 
be connected through generic interfaces in SomnuCare. Generic interfaces are software 
modules that can be accessed by SomnuCare using a uniform software API, which is 
shown in Figure 12.7. Communication with the medical device itself is performed in the 
interface itself. This modular design enables a fast and easy integration of new devices.

As the connection to medical devices can consist of different physical interfaces and 
software protocols, the implementation of the interface itself is left to the programmer. 
For example, a simple serial RS232 protocol can be implemented directly in the interface, 
whereas a complex protocol based on UDP multicasts can be implemented in an additional 
thread that communicates with the interface.

Devices

Patient monitors: MP70, Datex Ohmeda
Anaesthesia machines: Draeger Primus, Cicero, Kato
Infusion pumps: BBraun

RS232 (Medibus,...)
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SCInterface
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SCMemoryMappedFile
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FIGURE 12.7
SomnuCare interface API.
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12.4.2.4  Memory Mapped File Engine

The MMF engine is one of the central modules in SomnuCare, since it stores all data, 
such as vital signs and alarms, from the generic interfaces. Every vital sign is repre-
sented by two MMFs, one for the data and the other for managing the data in MMF. Data 
within the MMFs are stored in a binary format that enables, in connection with the con-
trol segment, one writer (the interface) to store data in MMF, while multiple readers are 
allowed to read data from MMF, as can be seen in Figure 12.8. The writer is only allowed 
to append data because MMF acts as a log file. However, multiple readers can access the 
file randomly. Furthermore, a reader can register its instance and read only appended 
data since the last read operation. MMF itself handles the coordination of the write and 
read pointers.

Multiple high data rate vital sign streams, such as ECG or EEG, need a lot of memory. 
Hence, the whole MMF is not mapped into the memory. Only the current write segment 
and segments being currently read are being mapped into the memory. This enables the 
workstation to record vital signs over hours without increasing the used memory. This 
feature is described in detail in Ref. [26].

12.4.2.5  Innovative Clinical Applications

One of the most important aspects of human–machine interaction is the efficient and safe 
presentation of patient alarms and decision support in anaesthesia. Patient alarms inform 
the physician about a possible critical state of the patient. For example, a sudden increase 
of the blood pressure can, depending on the situation, be associated with an insuffi-
cient depth of narcosis. However, there are many other influences that can cause such an 
increase of blood pressure. State-of-the-art assistance systems such as the Draeger Smart 
Pilot View (www.draeger.com) support the anaesthesiologist by predicting the depth of 
narcosis depending on the currently applied drugs and vital signs. Comparable to the 
anaesthesia workstation, this system consolidates information from connected devices 
such as the patient monitor, the anaesthesia machine and syringe pumps to perform the 
prediction. As already discussed, these integrated solutions are mostly supported by only 
one manufacturer or licensed partners. The system presented in this section is used in the 
use case discussed in Section 12.5 and combines vital signs from OSCB, intelligent algo-
rithms and events from used surgical devices to an intelligent decision support system, 
which can be used in the operating room and by the telesupervision system introduced in 
Section 12.3.1.

Vital sign stream from interface

Random access for multiple reader
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3
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FIGURE 12.8
 Segmentation principle of the memory mapped file. (Adapted from M. Köny et  al. The Third International 
Conference on Emerging Network Intelligence, Lisbon, Portugal, 2011.)



310 Distributed Networks

© 2008 Taylor & Francis Group, LLC

A typical telesupervision scenario is shown in Figure 12.9. Vital signs and alarms from 
the patient are transmitted to a remote device, such as a tablet PC or a mobile phone. An 
optional video and audio stream complements the information of the respective situation 
in the OR.

There are two application fields for telesupervision. The first is to support an anaes-
thesiologist in education. During the education of an anaesthesiologist, the trainee per-
forms multiple different types of narcosis. An experienced senior physician supervises 
multiple interventions. The trainee can receive support from the supervisor. The telesu-
pervision system assists the supervisor to provide this support, without being present in 
the operating room. Since the client side presents exactly the same information that the 
anaesthesiologist in place sees, the supervisor can quickly get an overview, especially 
in critical situations. In this application field, the supervisor stays in the hospital and 
the connection to the operating room is realised via the hospital IT infrastructure to the 
smartOR network using the smartOR gateway. The second application area is similar 
to teleconsultation. An anaesthesiologist in the operating room retrieves support by a 
colleague in another hospital. Similar to the first application field, data from the OR 
must pass the gateway. After that, data must pass through the hospital firewall to the 
target. Depending on the Internet connection, there may only be a reduced bandwidth 
available, and only a reduced set of vital signs can be transmitted with a limited video 
quality.
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FIGURE 12.9
Typical telesupervision scenario.
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12.5  Use Case Laparoscopic Intervention

For the evaluation of the presented concepts and protocols, a demonstration scenario has 
been created. The demonstration OR consists of the components described in Section 12.3.1 
and Figure 12.3.

The subject of the use case is a gynaecological laparoscopic intervention of a 35-year-old 
woman. It demonstrates the interaction of the devices used by the concerned medical staff. 
In the simplified use case, the following devices are relevant:

•	 The surgical workstation provides relevant displays, controls and user interfaces for 
the surgical team (nurses, assistants, surgeon).

•	 The operating room table is controllable to achieve an appropriate position and 
decline for the intervention.

•	 The insufflator is used by the surgeon to blow CO2 into the abdomen for the 
intervention.

•	 The anaesthesia workstation with a central display shows consolidated information 
from the patient monitor, anaesthesia machine and syringe pumps. Furthermore, 
it generates context-dependent alarms and controls devices used by the surgical 
team under certain conditions.

•	 The task of the event manager is to interchange events and alarms of medical 
devices among each other.

These devices are connected to OSCB and make use of information provided by other 
devices in the network. The central user interface components are the surgical and the 
anaesthesia workstation. The displays of the two workstations present optimised and con-
text-sensitive information, in particular, during critical situations. To show the patient’s 
state, both workstations show a traffic light, where green means the patient is healthy, 
yellow means the patient’s state is alarming and red means the patient’s state is critical.

The scenario starts after induction of anaesthesia and initiation of the volume-controlled 
mechanical ventilation. The patient’s state is healthy and all vital signs are within the 
alarm limits. For laparoscopy, a caponoperitoneum is needed. Therefore, CO2 is used to fill 
the abdominal cavity to improve the conditions of visibility during endoscopy. After the 
initiation of gas insufflation, the anaesthesia machine raises an alarm because the maxi-
mum tolerable breathing pressure must be increased to overcome the abdominal counter-
pressure. After resolving this situation by changing the appropriate alarm limits with the 
anaesthesiologic workstation, the alarm is cancelled. The patient’s state is shown as ‘green’ 
again. For the subsequent surgical steps, a declined position of the table is required—bring-
ing the upper body to a degraded position. Therefore, the surgical workstation is used to 
control the operating table. Because of the further increased intra-thoracic pressure caused 
by the abdominal organs, the anaesthesia workstation raises two alarms. One alarm rep-
resents the breathing pressure, which overstepped the defined limit; the other alerts due 
to the too small amount of applied tidal volume. The patient’s state is now reclassified as 
critical and is transferred to the surgical workstation. The anaesthetist requests to reduce 
the declination angle of the OR table and changes the OR table position accordingly. Thus, 
the physical state of the patient is ‘green’ again.

The mentioned steps of the use case with the underlying network communication are 
displayed in the following table:
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1. Phase after induction of anaesthesia:

The anaesthesia workstation submits 
consolidated information to the 
surgical workstation about the state 
of the patient (green = healthy)

The anaesthesia workstation submits 
continuous information about the 
patient’s state and selected 
parameters to all participants on 
OSCB

Anaesthesia WS

Loop Event: Patient state
(green) Event: Patient state

(green)
Event: Patient state (green)

Important vital signs

All participantsSurgical WSEvent managerAnaesthesia WS

Event manager Surgical WS All participants

2. Start of the intervention:
(CO2 insufflation into the abdomen)

The insufflator submits the start of the 
CO2 insufflation to all participants

Insufflator Event manager All participants

All participantsEvent managerInsufflator

Event: Insufflation started
Event: Insufflation started

3.  Alarm at the anaesthesia workstation:

Owing to the increased abdominal 
pressure, the breathing pressure 
exceeds the predefined alarm limits 
and triggers an alarm that is 
forwarded through OSCB. 
Additionally, more detailed context 
information (CO2 insufflation) will be 
provided

The anaesthesia workstation submits 
consolidated information to the 
surgical workstation about the 
patient’s state (yellow = alarming)

Anaesthesia WS

Event: Breathing pressure exceeds limit
Event: Breathing pressure

exceeds limit

Consolidated information
Event: Patient state (yellow)

Event: Patient state (yellow)

Anaesthesia WS Event manager

Event manager Surgical WS

Surgical WS

4.  The anaesthesiologist modifies the 
alarm limit at the anaesthesia 
workstation:

The alarm limit of maximum breathing 
pressure is increased

The anaesthesia workstation cancels 
the alarm and sends the information 
to all participants

The anaesthesia workstation submits 
consolidated information to the 
surgical workstation about the 
patient’s state (green = healthy)

Anaesthesia WS

Anaesthesia WS Event manager

Event manager
Event: Breathing pressure

below limit, alarm cancelled Event: Breathing pressure
below limit, alarm cancelled

Event: Patient state (green)
Event: Patient state (green)

Consolidated information
Consolidated information

Surgical WS

Surgical WS

5.  The surgeon changes the OR table 
position:

The breathing pressure exceeds the 
new set-up limit and the tidal volume 
cannot be applied

The anaesthesia workstation sends 
breathing pressure and tidal volume 
alarms to the event manager

The anaesthesia workstation submits 
consolidated information to the 
surgical workstation about the 
updated patient’s state (red = critical)

Anaesthesia WS

Anaesthesia WS

Surgical WS

Surgical WS

Event: Breathing pressure exceeds limit

Event: Tidal volume cannot be applied

Event: Patient state (red)

Event: Breathing pressure
  exceeds limit

Event: Tidal volume cannot be applied

Event: Patient state (red)

Event manager

Event manager
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12.6  Conclusion and Discussion

The development of the smartOR standard is driven by a medical motivation for a stan-
dardised human–machine interaction and the need for a manufacturer-independent 
network in the operating room. Therefore, the development has two main focuses: the 
OSCB protocol, which aims to build a modular and flexible protocol for manufacturer-
independent networking, and new innovative concepts for human–machine interaction in 
the operating room.

OSCB is based on an SOA, which consists of service providers and consumers. Normally 
medical devices represent both, a service provider and a service consumer. The commu-
nication channel Ethernet is used, with the IP-based TCP and UDP protocol in the upper 
layers. The application layer is based on DPWS-compatible frameworks, which offer web 
services for every device. Using web service technology, different devices and protocol 
versions are able to communicate with each other. A unified nomenclature is defined by 
implementing the ISO 11073 standard for exchanged parameters, commands and events 
(alarms). To conform to the criteria for medical devices and include risk through the net-
work, risk management according to ISO 11971 and ISO 80001 is included during the 
design process. During the design process, the developed protocols and standards have 
been tested in a standard surgical use case.

The human interaction concepts for operating medical devices make use of the connection 
between all technical medical devices in the operating room. Based on two workstations, 
one for the surgical and one for the anaesthesia workplace, intelligent visualisation and 
operation concepts have been developed. The surgical workstation presents optimised infor-
mation for the surgical workplace, such as the consolidated patient’s state and parameters of 
surgical devices. Furthermore, all surgical devices in the operating room can be operated by 

6.  The anaesthesiologist changes the OR 
table position by the anaesthesia 
workstation:

The anaesthesia workstation requests 
the authorisation from the surgical 
workstation

The surgeon grants the request and the 
surgical workstation sends the 
permission for controlling the OR 
table

The anaesthesia workstation transmits 
the new OR table position to the OR 
table

Surgical WS
Request authorisation

Grant authorisation

Loop

Done

OR TableAnaesthesia WS

Surgical WS OR TableAnaesthesia WS

Command Position, still moving

Command: Move to new position

7.  Situation is solved:

The anaesthesia workstation submits 
consolidated information to the 
surgical workstation about the 
patient’s state (green = healthy)

Anaesthesia WS Event manager Surgical WS All participants

Anaesthesia WS Event manager Surgical WS All participants

Loop

Event: Patient state (green)

Important  vital signs

Event: Patient state (green)

Event: Patient state (green)

Important vital signs

Important vital signs
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the surgical workstation. A surgical workflow system determines the current state and the 
possible next steps of the intervention-determining device usage and actions. The anaesthe-
sia workstation is the central display component of the anaesthesiologist’s workplace. Vital 
signs and alarms from the patient monitor, anaesthesia machine and syringe pumps are 
collected and presented in a uniform patient monitor style. Furthermore, the anaesthesia 
workstation collects data from OSCB, such as information provided by the applied surgical 
devices. To provide a decision support for the anaesthesiologist, collected data are evaluated 
in real time. For example, to estimate the patient’s condition, multiple vital signs and alarms 
are analysed and the state is presented in a traffic light scheme. Depending on the used sur-
gical devices, actual vital signs and alarms, intelligent alarms dependent on the context of 
the intervention can support the anaesthesiologist during critical situations.

In future, the smartOR architecture, for example, the OSCB protocol, aims to be an open 
manufacturer-independent standard for medical device networking. This standard enables 
every manufacturer, even smaller ones, to integrate their devices into the new OR architec-
ture. Using appropriate methods, additional risks resulting from the networked connec-
tion are reduced to a minimum. Therefore, a safe operation is guaranteed. Furthermore, 
patient safety and treatment can be improved using modern, clearly arranged user inter-
faces and supporting technologies.

Acknowledgements

The smartOR project is supported by the German Ministry of Economics and Technology 
and has the support code 01MMA09041A.

The authors thank the following smartOR project partners for their contribution to the 
presented collaborative work:

•	 Innovation Center for Computer Assisted Surgery (ICCAS) of the University of 
Leipzig

•	 LOCALITE GmbH
•	 Richard Wolf GmbH
•	 SurgiTAIX AG
•	 Synagon Gmbh
•	 VDE/DGBMT

Furthermore, the project is support by clinics of different branches.

References

 1. M. Walter, Telesupervision und automatisierung in der anästhesie, in VDE Kongress 2006 
Aachen, Aachen, Germany, 2006.

 2. J. P. Bläsing, Medizinprodukte: Risikomanagement im Lebenszyklusmodell. Ulm, Germany: TQU 
VERLAG, 2008.



315The Smart Operating Room

© 2008 Taylor & Francis Group, LLC

 3. B. Ibach, Konzeption und Entwicklung einer serviceorientierten Integrationsarchitektur für 
die Vernetzung von Medizinprodukten im Operationssaal, 8th ed., Aachener Beiträge zur 
Medizintechnik, Ed.: Shaker Verlag, 2001.

 4. C. M. MacKenzie, K. Laskey, F. McCabe, P. Brown and R. Metz, Reference model for service 
oriented architecture 1.0., in OASIS Committee Draft, 2006.

 5. S. Poehlsen, Entwicklung einer Service-orientierten Architektur zur vernetzten Kommunikation 
zwischen medizinischen Geräten, Systemen und Applikationen, PhD thesis, Ed. Universtität zu 
Lübeck, 2010.

 6. O. Holmeide and T. Skeie, VoIP drives realtime Ethernet, 2001.
 7. D., Paula, Introduction to real-time Ethernet I, in Circuits and Systems Research Centre. Ireland, 

University of Limerick, 2004.
 8. J. Jasperneite, P. Neumann, M. Theis and K. Watson, Deterministic real-time communication 

with switched Ethernet, in 4th IEEE International Workshop on Factory Communication Systems, 
2002, pp. 11–18.

 9. J. Loeser and J. Wolter, Scheduling support for Hard Real–Time Ethernet Networking, 
in Proceedings of the Workshop on Architectures for Cooperative Embedded Real-Time Systems 
(WACERTS’04), Lisbon, Portugal, 2004.

 10. H. Haas and A. Brown, W3C-Web Services Glossary. 2004, February. [Online]. http://www.
w3.org/TR/ws-gloss/.

 11. D. Kossmann and F. Leymann, Web Services, Informatik-Spektrum, 27(2), 117–128, 2004.
 12. M. Skulschus and M. Wiederstein, XML Schema. Bonn: Gallileo Press, 2004.
 13. N. Mitra et al. SOAP Version 1.2 Part 0: Primer/W3C. [Online]. http://www.w3.org/TR/2007/

REC-soap12-part0-20070427/, 2007.
 14. J. A. K. Ohnsorge, K. Radermacher and F. U. N. C. Buschmann, The orthoMIT project. Gentle 

surgery using innovative technology, Bundesgesundheitsblatt, 52(3), 287–296, 2009.
 15. orthoMIT–Minimal-Invasive Orthopädische Therapie. 2012. [Online]. http://www.orthomit.de/.
 16. FUSION–Future Environment for Gentle Liver Surgery Using Image-Guided Planning and 

Intro-Operative Navigation. 2012, Oct. [Online]. http://www.somit-fusion.de.
 17. Medical Device Plug and Play. 2012, Oct. [Online]. http://www.mdpnp.org/.
 18. J. Goldman, Advancing the adoption of medical device plug-and-play interoperabil-

ity to improve patient safety and healthcare efficiency, Medical Device ‘Plug-and-Play’ 
Interoperability Program, 2000.

 19. ISO/IEEE 11073-10101:2004, Health Informatics—Point-of-care MedicalDevice Communication— 
Part 10101: Nomenclature, 2004.

 20. J. Benzko, A. Janß and K. Radermacher, smartOR–plug&play in the OR, International Journal of 
Computer Assisted Radiology and Surgery (CARS), June 2012.

 21. M. Kaeo, Designing network security, Second Edition, in Dedicated minimally invasive sur-
gery suites increase operating room efficiency, D.R. Urbach, J.B. Speer, B. Waterman-Hukari, G.F. 
Foraker, P.D. Hansen, L.L. Swanström and T.A.G. Kenyon, Eds.: Cisco Press.

 22. T. Jaeger, Operating system security, Synthesis Lectures on Information Security, Privacy, and Trust, 
1(1), 2008.

 23. IEC 80001-1:2010, Application of risk management for IT-networks incorporating medical 
devices—Part1: Roles responsibilities and activities, 2010.

 24. J. Benzko, A. Janß and K. Radermacher, Bewertung und Gestaltung der Mensch-Maschine-
Schnittstellen in integrierten OP-Systemen, Fortschritt-Berichte VDI Reihe 17 Biotechnik/
Medizintechnik, vol. Automatisierungsverfahren für die Medizin, 17, 29–30, 2012.

 25. A. Janß, W. Lauer, F. Chuembou Pekam and K. Radermacher, Using new model-based tech-
niques for the user interface design of medical devices and systems, In: Human Centered design 
of e-health technologies: Concepts, methods and applications, Roecker, C., Ziefle, M. Eds. IGI Group 
or Medical Information Science Reference, Hershey, pp. 234–251, 2011.

 26. M. Köny, M. Czaplik, M. Walter, R. Rossaint and S. Leonhardt, A new telesupervision system 
integrated in an intelligent networked operating room, in The Third International Conference on 
Emerging Network Intelligence, Lisbon, Portugal, 2011.





317© 2008 Taylor & Francis Group, LLC

13
Distributed Online Safety Monitor Based on Multi-
Agent System and AADL Safety Assessment Model

Amer Dheedan

13.1  Introduction

Dating back to the early 1980s, research effort has focused on the development of advanced 
computer-based monitors. Since then, computerised online safety monitors started to 
appear as computer systems are installed in the control rooms of plants and flight decks of 
aircraft [1,2]. Computerised monitors have been dealt with differently in terms of (a) their 
capacity to deliver three safety tasks: fault detection and diagnosis, alarm annunciation 
and fault controlling; (b) their architectural nature: monitors could be developed from 
multi-agent (distributed) or monolithic (centralised) reasoning.

13.1.1  Fault Detection and Diagnosis

Fault detection and diagnosis techniques are typically developed as model-based and 
data-based techniques [3,4]. The distinction between these techniques lies in the way of 
deriving the knowledge that informs the real-time reasoning. Specifically, knowledge of 
model-based techniques is derived from offline design models, such as data flow diagrams 
(DFD), functional flow block diagrams (FFBD) or, more recently, from models defined in 
the unified modelling language (UML). Knowledge about the normal behaviour of the 
monitored system can be obtained directly from these models. To obtain knowledge 
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about abnormal behaviour, analysis techniques such as HAZard and OPerability study 
(HAZOP), functional failure analysis (FFA) and failure mode and effect analysis (FMEA) 
are used to analyse the design models [5].

Knowledge of data-based techniques, on the other hand, is derived from the online con-
text of the monitored system. Knowledge about normal behaviour is obtained by empirical 
experiment of fault-free operation of the monitored system. To derive knowledge about 
abnormal behaviour, the possible faults of the basic components are identified (by apply-
ing FMEA to the basic components) and injected experimentally in the operational con-
text. The resulting symptoms and ultimate effects on the functionality of the system are 
then modelled [6].

In both model-based and data-based techniques, monitoring knowledge is presented to 
real-time reasoning in executable format as monitoring models. To deliver fault detection 
and diagnosis, a monitoring algorithm executes the monitoring model by instantiating, 
evaluating and verifying modelled conditions with real-time sensory data.

Model-based techniques have exploited a wide range of monitoring models, such as 
Goal Tree Success Tree (GTST) [7–9], fault trees [10–12], signed direct graph [13,14], diagnos-
tic observers [15,16] and parity equations [17–20].

Similar variety can be seen with the data-based techniques. Consider, for example, rule-
based expert systems [21–24] and qualitative trends analysis [25–27], artificial neural net-
works [28], principal component analysis [29,30] and partial least squares [31].

13.1.2  Alarm Annunciation

Alarm is the key means to bring the occurrence of faults to the attention of the operators 
[32]. Developing an alarm technique involves the consideration of alarm definition, alarm 
processing and alarm prioritisation and availability [33,34].

Alarm definition concerns the definition of mode dependency, which is required to 
establish a distinction between events that occur due to normal operation and others that 
occur due to faults, so that confusing alarms can be eliminated. State-machines [11], opera-
tional sequence diagrams [35] and system control charts [32] are among the models that 
have been exploited to address this issue. Alarm definition also concerns the definition 
of an effective threshold, the violation of which would result in verifying the occurrence 
of an event. Thresholds should not be too sensitive and result in false verification, and at 
the same time, not too relaxed, which would result in late verification and depriving the 
operators of knowledge about the actual conditions [34].

In alarm processing, distinction among genuine, consequent and false alarms should be 
achieved. While genuine alarms should be released, consequent and false alarms should 
be filtered out to avoid confusing alarm avalanches. Cause–consequent analysis of the 
design models can establish the distinction between causal alarms that concern the main-
tenance operators and consequent alarms that concern the pilot operators [36,37]. Sensory 
measurement validation can eliminate the potential for false alarms. Recent techniques 
achieve validation through analytical redundancy among sensors, for example, see  [38–41]. 
On the other hand, earlier techniques depended on hardware redundancy [42], that is, 
redundant sensors. Although hardware redundancy techniques offer adequate robust-
ness, their applicability is limited since they demand increases in cost, weight and volume.

Alarm prioritisation and availability is a process in which alarms are given priorities 
according to their importance, so they are selected and announced accordingly [34]. The 
highest priority is always given to safety consequences [43]. Dynamic and group presen-
tation are two strategies to prioritise alarms. In dynamic prioritisation, alarms might be 
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prioritised by (a) different colours (red, amber, magenta) [34]; (b) different severities, such 
as catastrophic, critical, marginal and insignificant [44]; (c) presenting the highest priority 
alarms and hiding and facilitating optional access to the less important ones [34]. Group 
presentation takes advantage of the screen display (LCD) to present alarm information in 
windows according to the hierarchical architecture of the monitored process and the impor-
tance of the relevant functionality [45]. Windows may allow operator interaction through 
facilitating the silencing of the alarm sound or suppressing the illuminated alarm lights [46].

13.1.3  Fault Controlling

Practically, fault controlling is considered in parallel with the controlling process. Fault 
controlling is implemented in two different approaches. The first is by manual interfer-
ence of the system’s operators, in which further to the need of an advanced alarm tech-
nique, the operators should also be trained and provided with guidance on controlling 
faults [47–49].

The other approach is achieved automatically by a computerised controller, which is 
commonly called a fault-tolerant control system (FTCS) [50,51]. FTCSs, in turn, are clas-
sified into active fault-tolerant controlling (AFTC) and passive fault-tolerant controlling 
(PFTC) [47].

Research on AFTC has been motivated by the aircraft flight control system [51]. Faults are 
controlled by selecting and applying the corresponding corrective procedure. An engine 
fault of a two-engine aircraft, for example, requires a procedure of: (a) cutting off fuel flow 
to the faulty engine; (b) the achievement of cross feed from the tanks that were feeding the 
faulty engine; (c) applying the corresponding command movements to control the surface 
and compensational instructions to the operative engine [52].

PFTC relies mainly on redundant components, such as multiple control computers and 
backup sensors and actuators [53,54]. Typically, provision of redundant components is 
implemented by hot or cold standby redundancy. In hot standby redundancy, the system 
is provided with parallel redundant components that operate simultaneously (powered 
up). Each component monitors the output of the other(s). Should any of them fail, the oth-
ers take over. In cold standby redundancy, only one component is online (powered up) 
and other copies are on standby (powered down). Should the online component fail, it is 
powered down and one of the standby components is powered up by a controller [55].

13.1.4  Monolithic and Distributed Online Safety Monitors

Monolithic and multi-agent are two common classes of computerised monitors. The mono-
lithic monitor in Ref. [11] has been developed from a monitoring model derived from 
the application of the Hierarchically Performed Hazard Origin and Propagation Studies 
(HiP-HOPS) safety assessment technique [56]. The model consists of a hierarchy of state-
machines (as a behavioural model) that record the behaviour of the monitored system 
and its sub-systems and a number of fault trees as diagnostic models that relate detected 
faults to their underlying causes. The concept was motivated by observation of the fact that 
immense offline knowledge ceases its benefit and is rendered useless after certifying the 
safe deployment of critical systems. The exploitation of that knowledge in the context of the 
online monitoring results accordingly in an effective and cost-effective monitoring model.

A quite similar monolithic monitor is developed in Ref. [12]. The only difference is that 
the hierarchy of the state machine is replaced with the control chart of the monitored sys-
tem and the fault trees are maintained as the diagnostic models.
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The main limitation of these monitors is that they are based on a monolithic concept in 
which all monitoring of a plant is delegated to a single object or device. This does not align 
well with the distributed nature of most modern systems. Systems are typically imple-
mented as a set of sub-systems which exist in a complex cooperative structure and coor-
dinate to accomplish system functions. Systems are also typically large and complex and 
show dynamic behaviour that includes complex mode and state transitions.

As a result, such systems need a distributed mechanism for safety monitoring. First, it 
is essential to minimise the time of online failure detection, diagnosis and hazard control; 
second, a distributed monitoring scheme can help focus and rationalise the monitoring 
process and cope with complexity.

In Ref. [57], a number of agents are deployed on two levels: lower level and higher level. 
Each agent is provided with a corresponding portion of the monitoring model; agents of the 
lower level are provided with functional models, and the higher-level agent has a Markov 
model. Agents are able to exchange messages to integrate their models and observations 
and deliver safety monitoring tasks. In a similar concept [58,59], agents are provided with 
monitoring models (functional models) and deployed to monitor the deliverable function-
ality of systems. Agents are also able to collaborate with each other to integrate their mod-
els and observations and deliver consistent monitoring tasks.

Multi-agent systems have also been exploited in a different monitoring concept. In Ref. 
[60], for example, a number of agents are deployed to monitor the whole functionality of 
the monitored system and each agent is provided with a different reasoning algorithm and 
monitoring model, such as self-organisation maps, principal component analysis, neural 
network or non-parametric approaches. Agents are also able to collaborate with each other 
to decide consistently on whether the monitored conditions are normal or abnormal. In 
Ref. [61], a number of agents are also deployed to monitor the entire functionality of the 
monitored system, but every agent monitors the functionality of the system from differ-
ent sensory data sources and the same monitoring model and reasoning algorithm which 
couples Bayesian network and the method of majority voting.

Despite the monitoring success of multi-agent systems, two limitations have also been 
highlighted: (a) the typical lack of collaboration protocols that can support effective inte-
gration among the deployed agents [62]; (b) the logical omniscience problem in which some 
monitored conditions may fall beyond the knowledge of the agents [63,64].

13.1.5  Motivation

Despite the above-discussed efforts and wide variety of monitoring concepts, still there have 
been numerous instances of accidents that could have been averted with better monitors. 
The explosion and fire at the Texaco Milford Haven refinery in 1994, for instance, was attrib-
uted to late fault detection, poor alarm presentation and inadequate operator training for 
dealing with a stressful and sustained plant upset [65]. The Kegworth Air disaster occurred 
in 1989 because of (a) delay in alerting the crew pilot of the occurrence of the fault and its 
underlying causes; (b) ineffective alarm annunciation; (c) the lack of automated fault control-
ling [66]. Recently, monitoring problems contributed to a fatal accident to Air France flight 
AF447, in which an Airbus A330 crashed in the Atlantic on the 1 June 2009 and all 228 people 
on board were killed. The technical investigation partly attributed the accident to late fault 
detection, misleading alarm annunciation and the absence of clear guidance on emergency 
conditions, which fell beyond the skills and training of the pilot and co-pilot [67].

Motivated by addressing the monitoring problems of such accidents, this chapter devel-
ops a distributed safety monitor by synthesising the benefits of two strands. The first 
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is the exploitation of knowledge obtained from the application of a model-based safety 
 assessment technique architecture analysis and design language (AADL). The second is 
the distributed reasoning of multi-agent systems. Specifically, this work looks at:

•	 The development of an effective formalisation and distribution approach to bring 
the offline safety assessment model of AADL forward to serve in online safety as 
a distributed monitoring model.

•	 Addressing limitations that have faced the development of multi-agent monitors. 
Issues of interest are selecting a suitable reasoning paradigm for the multi-agent 
system and the development of an effective deployment approach, collaboration 
protocols and monitoring algorithms.

The ultimate aim is the achievement of a spectrum of monitoring merits ranging from 
the delivery of effective safety monitoring tasks to the development of a scalable and cost-
effective monitor.

The rest of this chapter is organised as follows: Section 13.2 describes the nature of the 
monitored system, that is, modern critical systems. Section 13.3 presents the position, role 
and constituents of the monitor. Section 13.4 tests the monitor through the application to 
an aircraft brake system (ABS). Section 13.5 draws a conclusion and proposes further work.

13.2  The Monitored System

Large-scale and dynamic behaviour are two common aspects of modern critical systems, 
for example, phased-mission systems. While the former aspect calls into question the abil-
ity of the monitor to deliver consistent monitoring tasks over a huge number of compo-
nents, the latter calls into question the ability of the monitor to distinguish between normal 
and abnormal conditions. A typical example of such systems is an aircraft, which delivers 
a trip mission over achieving a number of phases: pre-flight, taxiing, take-off, climbing, 
cruising, approaching and landing. Thorough knowledge about the architectural compo-
nents and the dynamic behaviour is essential to monitor such systems and deliver correct 
monitoring tasks.

To model the mutual relations among the components of a system, a hierarchical organi-
sation is commonly used to arrange them in a number of levels. Across the levels, com-
ponents appear as parents, children and siblings. To facilitate an architectural view of 
systems, we introduce a components classification as shown in Figure 13.1. Hierarchical 
levels are classified into three types: the lowest level (level0) is classified as the basic com-
ponents (BC) level. Levels extending from level1 to leveln − 1 are classified as sub-system 
(Ss) levels. The top level (leveln) is classified as the system (S) level.

To model the behaviour of the monitored system, it might be necessary to understand 
the way in which behavioural transitions are initiated. Typically, transitions are outcomes 
of, firstly, normal conditions in which the system engages its components in different 
structures, so it delivers different functionalities. Signals upon which that structure is 
altered are always initiated by the basic components. For example, during the cruising of 
an aircraft, navigation sensors may convey signals to the navigator sub-system (NS), which 
in turn calculates those signals and notifies the flight control computer (FCC). Assuming 
that it is time to launch the approaching phase, FCC accordingly instructs the power plant 
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sub-systems (PPS) to achieve the required thrust and the surface hydraulic controller 
(SHC) to achieve the required body motions. The case in which the system uses a certain 
structure to deliver certain functionality is called a mode.

Secondly, dynamic behaviour could be an outcome of the fault or fault tolerance of the 
basic components. Fault tolerance is typically implemented by two strategies: active fault-
tolerant controlling (AFTC) and passive fault-tolerant controlling (PFTC). In the former 
strategy, faults cannot be corrected totally, but the consequent effects can be controlled as 
the system adapts to faults of its components, for example, the fault of one engine of a two-
engine aircraft can be compensated by the other engine. In the latter strategy, the system 
has the ability to tolerate faults for a while until they are controlled totally, for example, 
faults that are caused by software error, ionisation radiation, electromagnetic interference, 
or hardware failure can be corrected within a short interval by restarting the relevant com-
ponent or by isolating the faulty component and activating a redundant one.

It could, therefore, be said that during a mode, a system may appear in different health 
states which can be classified into two types. The first is the Error-Free State (EFS) in which 
the system or a sub-system functions healthily. The second type is the Error State (ES), 
which in turn is classified into three different states: (a) a Temporary Degraded or Failure State 
(TDFS), in which there is one or more functional failure, but corrective measures can be 
taken to transit to another state; (b) a Permanent Degraded State (PDS), in which an uncon-
trollable fault occurs, but the safe part of the functionality can be delivered; (c) the Failure 
State (FS), in which the intended function is totally undeliverable.

Thus, it can be said that events that are initiated by the basic components trigger and 
make the normal and abnormal behaviour of systems. According to the behaviour they 
trigger, events are classified into three types. The first type is normal events whose occur-
rences result in transitions from EFS to any other EFS of a different mode, for example, 
transition from the EFS of cruising mode to the EFS of approaching mode of an aircraft. 
The second type is failure events whose occurrences result in transition from EFS to any 
ES, due to a fault. The last type is corrective events whose occurrences result in transition 
from a TDES to a PDS or EFS, due to applying corrective measures.

To track the behaviour of the monitored system, such events should be continuously 
monitored. To achieve that, the best hierarchical level at which to monitor these events 
should be identified. Three monitoring factors can practically identify that level: early fault 
detection, computational cost and behavioural understanding of the monitored system. 
Achieving a trade-off among these factors could help in identifying the targeted level. 
Figure 13.2 illustrates the relationships among the architectural levels and those factors.

System S

Sub-system Ss Sub-system Ss

Sub-system Ss

Basic components

Leveln – 1

Leveln

Sub-system Ss

Basic components

Sub-system Ss

Basic components

Sub-system Ss

Basic components
Level0

Level1

BC..........................BC BC..........................BC BC..........................BC BC..........................BC

FIGURE 13.1
Architectural view of the monitored system.
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At level1, the occurrence of events could be identified as either normal or abnormal, for 
example, the decrease of aircraft velocity and altitude seem normal when the flight control 
computer has already launched the approaching phase of the aircraft. Excluding knowledge 
about the modes and focusing only on the measurements provided by the relevant sen-
sors would certainly result in misinterpreting system behaviour, that is, decreasing velocity 
and altitude would appear as a malfunction and a misleading alarm would accordingly be 
released. Having that fact, level1 would be the best monitoring level rather than any higher 
level since a malfunction is detected while in its early stages. Moreover, owing to the poten-
tially huge number of basic components, monitoring events at level0 is computationally 
expensive or even unworkable, whereas level1 offers the required rationality. Without loss of 
generality, it is assumed that primary detection of the symptoms of failure occurs at level1.

13.3  Distributed Online Safety Monitor

The monitor takes a position between the monitored system and the operators’ interface. 
During normal conditions, the monitor provides simple feedback to confirm faultless 
operation. Its actual role is during abnormal conditions, which are triggered by and follow 
the occurrence of faults. The monitor delivers three safety tasks: prompt fault detection 
and diagnosis, effective alarm annunciation and fault controlling.

The term prompt, associated with fault detection and diagnosis, refers to the timeliness 
of detecting faults while in their early stages and before they develop into real hazards, in 
parallel with diagnosing the underlying causes. This is supported by selecting an appro-
priate hierarchical level (level1) to monitor the operational parameters and also by setting 
and monitoring those parameters against well-defined thresholds.

System
behavioural

understanding

Computational
cost

Early fault
detection

Level0 Leveln – 1 Leveln

Factors

Hierarchical
levels

Basic
components level Sub-system levels System level

Balance point

Level1 Level2 Level3

FIGURE 13.2
Balance point between three monitoring factors and architectural levels.
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Effective alarm annunciation involves setting well-defined thresholds whose violation 
represents actual deviations of the monitored parameters. It also involves suppressing 
unimportant and false alarms whose release would overwhelm and confuse the opera-
tors. This is achieved by the following:

•	 Tracking the behaviour of the monitored system and distinguishing among the 
occurrence of normal, corrective and failure events.

•	 Releasing alarm only on the occurrence of genuine symptoms of faults and not on 
other events, such as consequent, precursor or causal events.

•	 Incorporating alarm information that could help the operators to control the 
abnormal conditions. Information is presented as assessment of the operational 
conditions following the occurrence of the fault and guidance on the corrective 
actions that should be taken manually by the operators.

•	 Prioritising alarm presentation. This can be achieved by highlighting the impor-
tant alarms through different colours, vibration or alerting sounds, and hiding the 
less important alarm information, for example, optional access to the diagnostics 
list on the operator’s interface.

Fault controlling is achieved by both active fault-tolerant controlling and passive fault-
tolerant controlling and also by announcing assessment and guidance to support the man-
ual fault controlling of abnormal conditions that may fall beyond the trained skills of the 
operators.

Figure 13.3 shows an illustrative view of the AADL assessment model from which the 
distributed monitoring model, a constituent of the monitor, is derived. It consists of a behav-
ioural model as a hierarchy of state machines and fault propagation models as a number 
of state machines. To bring the assessment model forward to serve online monitoring, the 
achievement of two processes is needed. The first is formalising events that trigger transi-
tions in the behavioural model and symptoms that associate the error propagation paths 
of faults as monitoring expressions.

Level0

Level1

Leveln – 1

Leveln

Ss Ss

S

Ss

Ss Ss

Ss

Propagation
model

Behavioural
models

FIGURE 13.3
Illustrative view of the AADL safety assessment model.
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In its simple form, a monitoring expression is a constraint that consists of three main 
parts:

•	 An observation which is either a state of a child or the parent or sensory measure-
ment defined by the identifier of the relevant sensor.

•	 A relational operator—equality or inequality.
•	 A threshold whose violation results in evaluating that expression with a true truth 

value, that is, the relevant event or symptom occurs. Thresholds might appear as 
a numerical or Boolean value, such that the occurrence of the events and symp-
toms can be verified computationally by instantiating and evaluating monitoring 
expressions with real-time conditions.

Events verification supports tracking the behaviour of the monitored system, and 
similarly, symptoms verification supports tracking the error propagation path from the 
detected faults at level1 towards the underlying causes at level0. The second process is dis-
tributing the formalised model into a number of models without violating the consistency 
of the encoded knowledge.

Figure 13.4 illustrates the hierarchical deployment of the multi-agent system, the second 
constituent of the monitor, over the monitored system. According to their deployment, 
monitoring agents appear as follows: a number of agents deployed to monitor sub-sys-
tems, which appear as Ss_MAG and an agent that monitors the system, which appears 
as S_MAG.

13.3.1  Distributed Monitoring Model

In the light of the three intended monitoring tasks, agents should:

•	 Track the behaviour of the monitored components over different states, that is, 
error-free states (EFSs) and error states (ESs).

•	 Distinguish between normal and abnormal conditions.
•	 Provide the operators with information that confirms whether the conditions are 

normal or not; in abnormal conditions, agents should provide alarm, assessment, 
guidance and diagnostics.

•	 Be able to apply corresponding corrective measures to control faults.

Ss_MAGSs_MAG

S_MAG

Ss_MAG Ss_MAG Level1

Leveln

Ss_MAG Ss_MAG

Level2

FIGURE 13.4
Illustrative view of the hierarchical deployment of agents.
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Tracking the behaviour of the monitored system and its components requires informing 
the reasoning of the agent with behavioural knowledge. This knowledge can be derived 
from the hierarchy of the behavioural state machines of the AADL model (Figure 13.3). In 
the state machine of the sub-systems of level1, trigger events are originated by (a) the BCs 
of level0, which might be failure, corrective or normal events; (b) parent states (EFSs and 
ESs). In the state-machine of a sub-system of the levels extending from level2 to  leveln − 1, 
trigger events appear as EFSs and ESs of the parent and children. Finally, in the state 
machine of the system (leveln), events appear as EFSs and ESs of the children. Such a 
communication among the hierarchical state machines can be illustrated by the following 
example: the failure state (FS) of an engine of a two-engine aircraft triggers a transition to 
the permanent degraded state (PDS) in the state-machine of the power plant sub- system. 
The PDS, in turn, triggers a transition to another error-free state EFS of the operative 
engine in which the lost functionality of the faulty engine is compensated.

To distinguish among normal, fault and corrective events, the applied principle is that 
an alarm should be released on the occurrence of failure events only. Thus, corresponding 
alarm clauses should be associated with the failure events that can be verified at level1; the 
level at which events are monitored. Computationally, if an occurred event is associated 
with a ‘none’, then it is either a normal or a corrective event; on the contrary, the otherwise 
clause means that it is a failure event and the associated clause should be quoted and 
released as an alarm. Assessment is a description of the given conditions and guidance 
is about the best actions to be applied in those conditions by the operators; their clauses 
should thus be associated with the states.

To find the appropriate place for incorporating corrective measures, further consider-
ation of the nature of those measures is needed. Typically, there are two different types 
of corrective measures. The first should be taken after diagnosing the underlying causes. 
This is appropriate when the verified failure event and its underlying causes are in a one-
to-many relationship. In practice, measures to correct any of those causes may vary from 
one cause to another, so they should be incorporated in the diagnostic model (e.g., fault 
propagation state-machines), precisely in association with the potential causes.

The second type of corrective measures should be taken at level1, when level1’s sub-
systems supported by higher level components (sub-systems or system) apply measures 
to respond to deviations that have a clear cause. At level1, corrective measures are mostly 
applied with directions coming from higher levels. For example, in the flight control sys-
tem (FCS) of modern aircraft, switching to the backup computer sub-system at level1 is 
instructed directly by the FCS at level2, whenever the primary computer sub-system (at 
level1) fails. Corrective measures should also be taken at level1, when level1’s sub-systems 
supported by level0’s basic components apply measures to respond to deviations that 
have a clear cause, that is, the detected fault and its underlying cause are in a one-to-one 
relationship.

State-transition tables are suggested to hold the behavioural knowledge derived from 
the AADL model. A state-transition table is usually defined as an alternative, executable 
and formal form to present a state machine and it also offers the required capacity and 
flexibility to incorporate knowledge about the operational conditions [68].

According to the aforementioned monitoring needs, state-transition tables of levels 
extending from level2 to leveln − 1 record the following:

•	 State transitions (current state, trigger event and new state)
•	 Assessment and guidance clauses
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State-transition tables of level1 would record the following:

•	 State transitions (current state, trigger event and new state)
•	 Alarm, assessment and guidance clauses
•	 Corrective measures
•	 Diagnosis status, which confirms whether a diagnostic process is needed depend-

ing on the relationships between the failure events and the underlying causes

To demonstrate the derivation of the monitoring knowledge from the AADL model, the 
safety assessment model of the aircraft break system, the case study presented lately in 
this chapter (Figure 13.12), is used here as an example. Figure 13.5 shows the generic AADL 
error model of the brake system.

FIGURE 13.5
The generic AADL error model of ABS and its components.
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The hierarchical architecture of ABS consists of three hierarchical levels:

•	 Level0 of the basic components, valves and sensors
•	 Level1 consists of two sub-systems, left-side wheel brake (LWB) and right-side 

wheel brake (RWB)
•	 Level3 or the top level, which is the system level

Figure 13.5 identifies the error-free states and the potential error states of the entire brake 
system and its sub-systems and basic components. The figure also shows how the mode 
and state transitions of the entire system are triggered by the error states of the two sub-
systems and how the mode and state transitions of the sub-systems are triggered by the 
error states of the basic components.

Figure 13.6 shows an excerpt of the error and architectural model of the entire ABS. The 
‘subcomponents’ part of the model shows that the lower hierarchical level of ABS consists 
of two sub-systems, LWB and RWB.

The ‘mode’ part of the model shows that there are three behavioural modes, normal, 
alternative and accumulative. The normal mode (NM) has two different states, error-free 
state (NM_EFS) and temporary degraded or failure state (NM_TDFS). Similar states can 
be seen with the alternative mode, error-free state (AM_EFS) and temporary degraded or 
failure state (AM_TDFS). The accumulative mode differently has an error-free state (ACM_
EFS) and a failure state (ACM_FS). The ‘annex Error_Model’ part shows the way in which 
the states of the two sub-systems trigger state and mode transitions in the behaviour of the 
entire brake system. Table 13.1 shows the derived state-transition table of ABS.

In Table 13.1, it can be seen how the states of those sub-systems trigger the behavioural 
transitions of the brake system. Consider, for example, the first monitoring expression 
(event) in the table:

 LWB_NM_FS == true OR RWB_NM_FS == true

The expression can be interpreted as: if the LWB sub-system or RWB sub-system is in 
a failure state (FS) of the normal mode (NM), then ABS should transit from the error-free 
state (EFS) of the normal mode (NM), that is, ABS_NM_EFS, to the temporary degraded or 
failure state (TDFS) of the same mode, that is, ABS_NM_TDFS. The table also incorporates 
assessment and guidance on the conditions at the system level.

Figure 13.7 shows an excerpt of the error and architectural model of the RWB sub- 
system. The ‘subcomponent’ part of the model shows that the RWB sub-system consists of 
a number of the basic components of the system.

The ‘modes’ part shows that the sub-system has three different behavioural modes, 
normal, alternative and accumulative. This part also shows that each mode consists of 
two different states. More specifically, the normal mode (NM), alternative mode (AM) and 
accumulative mode (ACM) consist identically of two states, an error-free state (EFS) and 
a failure state (FS). Thus, the states of those modes appear as NM_EFS, NM_FS, AM_EFS, 
AM_FS, ACM_EFS and ACM_FS, respectively. The ‘annex Error_Model’ part of the model 
shows how the state and mode transitions of the RWB sub-system can be triggered by the 
error states of the basic components.

Table 13.2 shows the derived state-transition table of the RWB sub-system. It can be seen 
that the state-transition table of level1 additionally incorporates alarm, controlling and 
diagnosis attributes.
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In real time, monitoring agents evaluate only active events, which represent exits from the 
current states. Agents cyclically update expressions of those events with up-to-date sen-
sory measurements and evaluate them, thereby achieving a monitoring cycle. After achiev-
ing every cycle, a new cycle is launched in which up-to-date measurements are collected 
and every expression is evaluated again. This state focus effectively reduces the workload 
of the agents and rationalises the monitoring process.

Monitoring knowledge held by the state-transition tables of level1’s subsystems and the 
higher levels could satisfy the following:

•	 Tracking the behaviour of the system and its sub-systems
•	 Announcement of alarm and multi-level assessment and guidance
•	 Fault controlling at those levels

FIGURE 13.6
Architectural model and error model of ABS presented by AADL.
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To support diagnosing the underlying causes of the detected failure events and control-
ling the faults of the basic components (level0), a diagnostic model is needed. Such model 
can be derived from the fault propagation state-machines of the AADL model. Figure 13.8 
shows the derived diagnostic model of the failure event ‘normal brake failed’; it can be seen 
as the first event in Table 13.2.

For every failure event that is in a one-to-many relationship with its underlying causes, 
there is a diagnostic model. Links between failure events and their relevant diagnostic 
models are established through the appearance of the failure event at the top of the cor-
responding diagnostic model (see the first event in Table 13.2 and the ‘FailurEvent’ field in 
the diagnostic model).

Agents initiate the monitoring process by traversing, interpreting and uploading the 
state-transition tables and diagnostic models to interrelated data structures. Structure 
type and arrays are declared for this purpose. Arrays support direct addressing to struc-
tures that hold the knowledge, so fast access during the monitoring time is established.

13.3.2  Multi-Agent System

In addition to the common ability of intelligent agents to achieve integrated reasoning 
among distributed processes [69], two more reasons underpin the particular adoption 
of Belief-Desire-Intention (BDI) agents as monitoring agents. Firstly, as the reasoning 
model of these agents is based on human reasoning, effective automation of the crucial 
responsibilities of system operators can be facilitated. Secondly, the informative com-
munication as well as the semi-independent reasoning of the BDI agents can support 
the effective collaboration and integration of two different deployment approaches. The 
first is spatial deployment in which agents are installed on a number of distributed 

TABLE 13.1

State-Transition Table of the ABS

Current State Conditions Event New State

ABS_NM_EFS Assessment: normal line is operative and 
brake could be applied automatically or 
manually.

Guidance: switching between manual and 
auto-brake is possible.

LWB_NM_FS == true
OR
RWB_NM_FS == true

ABS_NM_TDFS

ABS_NM_TDFS Assessment: brake system is in a temporary 
failure.

Guidance: fault controlling is in progress.

LWB_AM_EFS == true
AND
RWB_AM_EFS == true

ABS_AM_EFS

ABS_AM_EFS Assessment: LWB and RWB are pressured 
by the alternative line.

Guidance: only manual brake is applicable.

LWB_AM_FS == true
OR
RWB_AM_FS == true

ABS_AM_TDFS

ABS_AM_TDFS Assessment: brake system is in a temporary 
failure.

Guidance: fault controlling is in progress.

LWB_ACM_EFS == true
AND
RWB_ACM_EFS == true

ABS_ACM_EFS

ABS_ACM_EFS Assessment: LWB and RWB are pressured 
by the accumulative line.

Guidance: apply manual brake but 
anti-skid is unavailable.

LWB_ACM_FS == true
OR
RWB_ACM_FS == true

ABS_ACM_EFS

ABS_ACM_FS Assessment: brake system has failed 
permanently.

Guidance: emergency conditions.

None None
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computational machines. Such deployment is needed when the sub-systems of the 
monitored system are distributed over a geographical area, for example, a chemical 
plant. The second approach is semantic deployment in which monitoring agents are 
installed on one computational machine. Such deployment is appropriate when the 
sub-systems of the monitored system, although distributed, are close to each other, for 
example, an aircraft system.

Figure 13.9 shows the reasoning model of the BDI agent. By perceiving the operational 
conditions and exchanging messages with each other, each agent obtains the up-to-date 
belief, deliberates among its desires to commit to an intention and achieves a means-
ends process to select a course of action, that is, plan. The selected plan is implemented 

FIGURE 13.7
Architectural model and error model of RWB sub-system presented by AADL.
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as actions towards achieving the monitoring tasks locally and as messages sent to other 
agents towards achieving global integration. Upon having a new belief, an agent achieves 
a reasoning cycle, deliberation and a means-ends process.

As agents are deployed hierarchically, each Ss_MAG of level1 updates its belief base by 
perceiving (a) its own portion of the monitoring model which consists of a state- transition 
table and a number of the diagnostic models; (b) sensory measurements that are taken to 
instantiate and evaluate monitoring expressions; (c) messages that are received from the 
parent to inform the given Ss_MAG about the new states and from the siblings, in which 
they either ask for or tell the given Ss_MAG about global measurements, as there is a 
potential need to share measurements globally. The main desires of an Ss_MAG of level1 
are to monitor the local conditions of the assigned sub-system and to collaborate globally 
with its parent and siblings. On the achievement of the local desire, the intentions are to 
track the behaviour of the sub-system and to provide the operators with alarms, assess-
ment and guidance and control faults. On the achievement of the global desire, the inten-
tions are to exchange messages to (a) inform the parent about the new states; and (b) tell or 
ask the siblings about global measurements.

Each Ss_MAG of the intermediate levels (levels extending from level2 to leveln − 1) 
updates its belief by (a) perceiving its own portion of the monitoring model, which con-
sists of a state-transition table of the assigned sub-system; (b) messages received from the 
parent and children to inform about their new states. The main desires of each of these 

Desires (D)

Beliefs (B) Intentions (I)
Perception

Messages to
other agents

Actions

Deliberation Means-ends
Reasoning cycle

Messages from
other agents

FIGURE 13.9
BDI agent reasoning model.

FIGURE 13.8
The diagnostic model derived from the fault propagation model of the ADDL assessment model.
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Ss_MAGs are to monitor the local conditions of the assigned sub-system and to collaborate 
globally with its parent and child agents. On the local desire, the intentions are to track 
the behaviour of the sub-system and to provide the operators with assessment and guid-
ance. On the global desire, the intention is to exchange messages with the parent and child 
agents to inform each other about the new states. The perceptions, desires and intentions 
of the S_MAG of leveln are similar to those of the Ss_MAGs of the intermediate levels. The 
only difference, however, is that S_MAG has no parent to exchange messages with it.

According to the Prometheus approach and notation for developing multi-agent systems 
[19], Figure 13.10 shows the collaboration protocols among agents to track the behaviour of 
the monitored system. Figure 13.11 shows the collaboration protocol among the Ss_MAGs 
of level1 in which they share their sensory measurements.

Ss_MAGs of Level1 Ss_MAGs of Leveln – 1 S_MAG (Leveln)

new_state (State_Name)

new_state (State_Name)

new_state (State_Name)

new_state (State_Name)

FIGURE 13.10
Collaboration protocol across the hierarchical levels.

Some Ss_MAG of Level1 Another Ss_MAG of Level1

ask_for (Measurement)

tell (Measurement)

tell (Measurement)

ask_for (Measurement)

FIGURE 13.11
Collaboration protocol among Ss_MAGs of level1.
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13.4  Case Study: ABS

Figure 13.12 shows a physical illustration of a hypothetical ABS. The main function of 
ABS is to slow down the aircraft during the taxiing and landing phases and achieve safe 
retardation in the case of a rejected take-off. The brake function of ABS is supported by 
anti-skid and an optional selection between auto-brake in which the pilot pre-arms the 
rate of deceleration before the landing phase and manual brake in which the pilot applies 
the brake manually by depressing two pedals.

Right-side wheel brake (RWB)Left-side wheel brake (LWB)

RN_ASV

RN_ABV

LN_CV

LN_ABV

LN_ASV

RN_CV

RA_ASV

RA_MVLA_MV

LA_ASV

RA_CVLA_CV

RAC_MVLAC_MV

LAC_CV RAC_CV

Left-side hydraulic fuse Right-side hydraulic fuse

Two brake
pedals

WheelsWheels

AC_PS

Accumulator
(AC)

Normal
pressure line

Alternative
pressure linePressure sensor (PS)

Control valve (CV) and position sensor

Meter valve (MV) and pressure sensor

Key

Closed control valve

Auto-brake valve (ABV)

Anti-skid valve (ASV)

N_PS A_PS

A_CV

Parking brake
handle

Brake release and
anti-skid return line

Commands
panel

FIGURE 13.12
Physical illustration of an ABS.
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The basic components of ABS include valves, sensors and three redundant pressure lines: 
normal, alternative and accumulative lines. The components are arranged in two sub-
systems: LWB and RWB sub-systems. Passive fault-tolerant controlling is implemented to 
control faults of ABS. Initially, the brake is pressured by the normal line; should this fail, 
it is isolated and the alternative line is activated. Should the alternative line fail, it too is 
isolated and the accumulative line is activated. A pressure line may fail due to a drop in 
the pressure to less than 1300 PSI or due to a fault of a basic component of that line. A brake 
system control unit (BSCU) is incorporated to control ABS.

During flying, the hydraulic pressure at the lines is monitored by BSCU. Once the pres-
sure drops close to 1300 PSI, a warning light ‘BRAKE SOURCE’ illuminates and the pilot 
is advised by a message of the Engine Indication and Crew Alerting System (EICAS) to 
switch to another brake line.

ABS has three modes: normal, alternative and accumulative modes, according to the 
operative line. Over the three modes, different functions are delivered. For example, the 
optional selection between the auto and manual brake is only possible during the nor-
mal mode. Table 13.3 abstracts the deliverable functions over the three modes of ABS.

According to Prometheus [70], Figure 13.13 shows the multi-agent system that is deployed 
to monitor ABS. Two agents monitor the two sub-systems and appear as LWB_MAG and 
RWB_MAG and one agent monitors the entire system, appearing as ABS_MAG. The multi-
agent system is implemented by a Jason interpreter, an extended version of the AgentSpeak 
programming language [71].

Table 13.4 shows the state-transition table of the LWB sub-system. Together, Tables 13.1, 
13.2 and 13.4, in addition to Figure 13.8, contribute to achieving the monitoring experiment 
and demonstrating the ability of the monitor to deliver the intended three safety tasks.

In the context of the experiment, failure of the normal line is simulated by injecting 
a fault of the anti-skid valve RN_ASV, such that the brake system transits to the alter-
native mode. The monitoring expression that verifies the occurrence of this event is as 
follows:

 RN_ASV_OP > RN_ASV_C + 50

 OR

 RN_ASV_OP < RN_ASV_C – 50;

TABLE 13.3

Functions Provided Over Each Mode of ABS

Mode Deliverable Function

Normal 1-Autobrake
2-Manual brake
3-Anti-skid
4-Parking brake

Alternative 1-Manual brake
2-Anti-skid
3-Parking brake

Accumulative 1-Manual brake
2-Parking brake
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The expression is verified as true when the pressure measured at the output of the anti-
skid valve of the normal line (RN_ASV_OP) is less or greater than the pressure commanded 
by BSCU to the anti-skid valve (RN_ASV_C). Plus and minus 50 PSI is added as a possible 
bias of the sensors. Once the occurrence of the above expression is verified, agent RWB_
MAG perceives its state-transition table (Table 13.2) and achieves the following procedure:

•	 From the relevant ALARM attribute, agent RWB_MAG quotes ‘normal brake 
failed’ and alarms the pilot.

•	 From the relevant CONTROLLING attribute, agent RWB_MAG opens valve RA_
CV and closes valve RN_CV to switch to the alternative line.

•	 From the relevant DIAGNOSIS attribute, agent RWB_MAG verifies the need for 
a diagnostic process. At this point and before applying the corrective measures, 
agent RWB_MAG updates the symptoms of the relevant diagnostic model (Figure 
13.8) with the relevant measurements.

•	 From the relevant NEW STATE attribute, agent RWB_MAG transits to a new state, 
which is the failure state RWB_NM_FS. From this state, the pilot is provided with 
assessment, ‘normal line of RWB has failed’ and guidance, ‘fault controlling is in 
progress’.

•	 Agent RWB_MAG communicates state RWB_NM_FS to the parent agent (ABS_MAG).

Since a diagnostic process is needed, then before launching a new monitoring cycle, 
agent RWB_MAG retrieves the position of the relevant diagnostic model. For the purpose 
of diagnosis, agent RWB_MAG exploits a diagnostic algorithm that couples between blind-
depth-first and heuristic traverses. Figure 13.14 shows alarm information announced to 
the operator on the given conditions.

ABS_MAG

LWB_MAG RWB_MAG

Exchange sensory measurements

Exchange states Exchange states

Level1

Level2

Monitoring agent (MAG)Collaboration protocol
Key 

FIGURE 13.13
Multi-agent system to monitor ABS.
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When agent ABS_MAG receives a message that conveys RWB_NM_FS, it perceives its 
state-transition table (Table 13.1) and achieves the following procedure:

•	 As the current state is ABS_NM_EFS, the received state results in verifying the 
occurrence of ‘LWB_NMFS == true OR RWB_NMFS == true’.

•	 From the relevant NEW STATE attribute, agent ABS_MAG transits to a new state 
which is the temporary degraded/failure state ABS_NM_TDFS. From this state, 
the pilot is provided with assessment, ‘brake system is in a temporary failure’ and 
guidance, ‘fault controlling is in progress’ (as shown in Figure 13.14).

•	 Agent ABS_MAG communicates the new state to the children (RWB_MAG and 
LWB_MAG).

When agents RWB_MAG and LWB_MAG receive the messages, each achieves a certain 
procedure as follows:

Agent RWB_MAG perceives the state-transition table (Table 13.2) and achieves the fol-
lowing procedure:

•	 While the current state is RWS_NM_FS, the received state results in verifying the 
occurrence of ABS_NM_TDFS == true.

•	 As the relevant ALARM, CONTROLLING and DIAGNOSIS attributes require no 
action, then from the relevant NEW STATE attribute, agent RWB_MAG transits to 
a new error-free state RWB_AM_EFS. From this state, the pilot is provided with 
assessment, ‘RWB is pressured by the alternative line’, and guidance, ‘apply man-
ual brake’.

•	 Agent RWB_MAG communicates that state to the parent agent (ABS_MAG) and 
launches a monitoring cycle.

Agent LWB_MAG perceives its state-transition table (Table 13.4) and achieves the follow-
ing procedure:

•	 While the current state is LWS_NM_EFS, the received state results in verifying the 
occurrence of ABS_NM_TDFS == true.

FIGURE 13.14
Operator’s interface after the failure of the normal line of RWB.
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•	 As the relevant ALARM attribute shows ‘none’, no alarm is released.
•	 From the relevant CONTROLLING attribute, agent LWB_MAG opens valve LA_

CV and closes valve LN_CV, to switch to the alternative line.
•	 As the relevant DIAGNOSIS attribute holds ‘not_needed’, no action is taken.
•	 From the relevant NEW STATE attribute, agent LWB_MAG transits to a new state 

which is the error-free state LWB_AM_EFS. From this state, the pilot is provided 
with assessment, ‘LWB is pressured by the alternative line’ and guidance, ‘apply 
manual brake’.

•	 Agent LWB_MAG communicates that state to the parent agent (ABS_MAG) and 
launches a monitoring cycle.

When agent ABS_MAG receives messages sent by agents LWB_MAG and RWB_MAG, 
it accordingly perceives its state-transition table (Table 13.1) and achieves the following 
procedure:

•	 While the current state is ABS_NM_TDFS, the received state results in verifying 
the occurrence of LWB_AM_EFS == true AND LWB_AM_EFS == true.

•	 From the relevant NEW STATE attribute, agent ABS_MAG transits to a new state, 
which is the error-free state ABS_AM_EFS. From this state, the pilot is provided 
with assessment, ‘LWB and RWB are pressured by the alternative line’ and guid-
ance, ‘only manual brake is applicable’.

After achieving the above procedures, the alternative mode of the entire brake system 
would be launched without asking the pilot to switch to another model. That includes the 
automatic isolation of the normal line by closing the control valves LN_CV and RN_CV 
and activation of the alternative line by opening the controlling valves LA_CV and RA_
CV. The pilot is updated with the new conditions (activation of the alternative line) as 
shown in Figure 13.15. The interface informs the pilots about the current conditions and 
also advises them to apply the manual brake as the only applicable option.

FIGURE 13.15
Operator’s interface after controlling the failure of the normal line of RWB.
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13.5  Discussion, Validation and Conclusion

This chapter proposed a distributed online safety monitor based on a multi-agent sys-
tem and knowledge derived from design models and a safety assessment model of the 
monitored system. Agents exploit that knowledge to deliver a range of safety tasks. The 
monitor can detect symptoms of failure on process parameters as violations of simple 
constraints, or deviations from more complex relationships among process parame-
ters, and then diagnose the causes of such failures. With appropriate knowledge about 
dynamic behaviour, the monitor can also determine the functional effects of low-level 
failures and provide a simplified and easier-to-comprehend functional view of failure, 
that is, assessment and guidance. By knowing the scope of a failure, the monitor can 
apply successive corrections at increasingly abstract levels in the hierarchy of a system. 
The achieved experiment has additionally demonstrated the ability of the monitor to 
deliver the following tasks:

•	 Prompt fault detection and diagnosis
•	 Effective alarm announcement that is presented as a well-organised alarm and 

multi-level assessment and guidance
•	 Automatic control of the injected faults, removing some of the demands for control 

that could otherwise have been unnecessarily posed on operators

Despite encouraging results, a research issue remains to be investigated. The quality of 
the monitoring tasks and the correctness of the inferences drawn by the monitor depend 
mainly on the validity of sensory measurements. The validation of the sensory measure-
ments is, therefore, an area for further research.
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14
State of the Art of Service-Level Agreements 
in Cloud Computing

Mohammed Alhamad

14.1 Introduction

Cloud computing has been the focus of active and extensive research since late 2007. Before 
the term ‘cloud’ was coined, there was grid technology. Now, the hot topic of research 
is cloud, and more proposed frameworks and models of various solutions for the new 
technology have started to be applied to cloud architecture. In this section, we survey 
the literature to determine the most appropriate definition of ‘cloud computing’. Also, we 
review the different architectural frameworks and the common challenges that may pres-
ent major problems for providers and customers who are interested in understanding this 
type of distributed computing.

The Google trends report shows that cloud computing had surpassed grid computing 
by late 2007 (Figure 14.1).

CONTENTS

14.1 Introduction ........................................................................................................................347
14.2 Definition ............................................................................................................................348
14.3 Taxonomy of Cloud Computing ......................................................................................350
14.4 Service-Level Agreements ................................................................................................350

14.4.1 SLAs for Web Services .......................................................................................... 351
14.4.2 SLAs for Grid Computing .................................................................................... 351
14.4.3 SLAs for Cloud Computing .................................................................................. 352

14.4.3.1 Shortcomings of the Proposed Works for SLAs in the Context 
of Distributed Services ...........................................................................353

14.5 Performance Measurement Models ................................................................................353
14.5.1 SOA Performance Models .....................................................................................353
14.5.2 Distributed Systems Performance Models .........................................................354
14.5.3 Cloud Computing Performance Models ............................................................ 355

14.5.3.1 Shortcomings of the Proposed Works for the Above 
Performance Models ............................................................................... 355

14.6 Conclusion .......................................................................................................................... 355
References ..................................................................................................................................... 356



348 Distributed Networks

© 2008 Taylor & Francis Group, LLC

14.2 Definition

Experts and developers who investigate issues and standards related to cloud computing 
do not necessarily have the same technology background. In research projects, profession-
als from grid technology, service-oriented architecture (SOA), business and other domains 
of technology and management have proposed several concepts to define cloud comput-
ing. These definitions of cloud computing still need to be presented in a common standard 
to cover most technology and other aspects of cloud computing architecture.

In the context of networking and communication, the term ‘cloud’ is a metaphor for the 
common Internet concept [1]. The cloud symbol is also used to present the meaning of net-
work connection and the way cloud technology is provided by the Internet infrastructure. 
‘Computing’ in the context of the cloud domain refers to the technology and applications 
that are implemented in the cloud data centres [2].

In Ref. [3], Vaquero et al. comment on the lack of a common definition of cloud comput-
ing. They state that developers and business decision-makers confuse the understanding 
of the technology with the features of cloud data centres. Hence, large budgets may be 
allocated to implement private or even public cloud data centres. However, these data cen-
tres face several problems when users or public customers want to connect the interfaces 
of their legacy systems with the new technology of cloud architecture. Vaquero et al. link 
the challenge of maximising the revenue of building cloud technology to professionals 
who are involved in distributed services. Since they come from a traditional computing 
domain, they are confused about the other concepts of distributed services such as grid 
and web services. The definition used in Ref. [3] is as follows:

Clouds are a large pool of easily usable and accessible virtualized resources (such as 
hardware, development platforms and/or services). These resources can be dynamically 
re-configured to adjust to a variable load (scale), allowing also for an optimum resource 
utilization. This pool of resources is typically exploited by a pay-per-use model in which 
guarantees are offered by the Infrastructure Provider by means of customized SLAs.

Although this definition presents the main features of cloud computing, it does not 
encompass other important components of cloud architecture, which include the method 
of establishing and managing network, applications, and supporting services.
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FIGURE 14.1
Cloud computing trend, source and Google search engine.
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Wang et al. [4] define cloud computing as follows:

A computing Cloud is a set of network enabled services, providing scalable, QoS guar-
anteed, normally personalized, inexpensive computing infrastructures on demand, 
which could be accessed in a simple and pervasive way.

Wang’s definition of cloud focuses on the technical aspects of services. Business and func-
tional characteristics are absent from the proposed definition. On the other hand, Knorr 
and Gruman [5] explain the main technical concepts of a cloud services model and define 
cloud computing from the developers’ perspective. The authors show how the cloud com-
puting architecture takes advantage of the way different distributed services (mainly web 
services and SOA) are implemented. Two types of cloud services are presented along with 
this definition: they define software as a service (SaaS) and platform as a service (PaaS). 
Despite the importance of infrastructure as a service (IaaS) as a main component of cloud 
architecture, they do not adequately discuss this type of cloud delivery model.

In this chapter, we adopted and considered the definition provided by the U.S. National 
Institute of Standards and Technology (NIST) [6], according to which ‘Cloud computing 
is a model for enabling convenient, on demand network access to a share pool of con-
figurable computing resources (e.g., networks, servers, storage, applications, and services) 
that can be rapidly provisioned and released with minimal management afford or service 
provider interaction’ [6].

The shortcomings of the proposed definitions of cloud computing given above are as 
follows:

 1. None of the definitions consider cloud computing from the technical and business 
perspectives. This would cause confusion to decision makers in large organisa-
tions, especially when they want to define the parameters of a costing model of 
cloud services.

 2. Existing cloud definitions do not specify the onus of responsibility in cases of poor 
quality of service (QoS) delivery.

 3. Most of the proposed definitions consider specific types of cloud services, whereas 
a comprehensive definition of cloud should clearly define all classes of cloud 
services.

 4. The proposed definitions do not consider a definition of cloud users.

Table 14.1 includes the scope of definitions and lists the main shortcomings of the defini-
tions discussed above.

TABLE 14.1

Conclusion of Cloud Definitions

Reference Scope of Definition Missing

Vaquero et al. [3] Define architecture and service model Management, supporting and trust 
concepts

Wang et al. [4] Technical concepts Business and functional 
characteristics

Knorr and Gruman [5] Comparison between cloud computing, 
web services and SOA

Definition of IaaS and DaaS

Mell and Grance [6] Technical features, management and 
security concepts

Costing and billing model
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14.3 Taxonomy of Cloud Computing

Buyya et al. [7] present more than 15 characteristics to distinguish cloud computing from 
other distributed systems. Buyya uses scalability, automatic adaption, virtualisation and 
a dynamic model of billing as the main concepts to construct the architecture of cloud 
computing. Moreover, he explains how cloud services can be delivered to different types 
of users. For instance, users who want to develop small-sized applications may connect to 
one of the PaaS such as Microsoft Azure [8] without the need to instal any of the develop-
ment tools. Hoefer et al. [9] identify a clear taxonomy framework for existing categories of 
cloud services. The class of cloud services is described in a tree-structured taxonomy and 
the unique characteristics of each model of service are used to identify each node of the pro-
posed tree structure. Hoefer’s classification provides a clear comparison of cloud services 
at a high level on the tree structure. However, at the base of the structure, the taxonomy of 
cloud services is not enough to distinguish services in more detail. The taxonomy presented 
by Laird in Ref. [10] defines cloud technology from the perspective of service providers. The 
proposed taxonomy presents the common vendors of cloud services. Laird presents two 
classifications of services. The first classification defines the infrastructure of cloud services 
and the second classification defines the services based on cloud features such as security, 
billing and applications that are built into the system. Rimal et al. [11] present a compre-
hensive framework for the architecture of cloud computing. They describe the taxonomy of 
cloud services with more focus on the management domain of cloud contents. The concepts 
of management, business, billing and support of cloud services are defined in great depth 
to present cloud architecture as a new business model. The main advantage of the proposed 
work by Rimal is that relationships between security features and cloud components are 
provided as a part of the comparison of service models in cloud computing. The taxonomy 
proposed by Oliveira et al. [12] classifies the concepts of cloud computing according to the 
dimensions of cloud architecture, business model, technology infrastructure, pricing, pri-
vacy and standards. The proposed taxonomy is provided in a hierarchical tree with parent 
and child relationships. Oliveira uses SaaS, PaaS, IaaS and database as a service (DaaS) as 
sub-taxonomy for the business model. This classification is used in the literature of cloud 
computing to distinguish the service delivery for end users of cloud services. These sub-
taxonomy terms may cause confusion in understanding the way various business models 
are constructed for cloud services. The taxonomy proposed by Oliveira describes the con-
cepts of cloud architecture from the perspective of e-science. Therefore, many of the techni-
cal aspects of cloud computing are missing from the proposed taxonomy.

14.4 Service-Level Agreements

A service-level agreement (SLA) is a document that includes a description of the agreed 
service, service-level parameters, guarantees and actions for all cases of violation. SLA is 
very important as a contract between the consumer and the provider. The main idea of 
SLAs is to give a clear definition of the formal agreements about service terms such as per-
formance, availability and billing. It is important that SLA includes the obligations and the 
actions that will be taken in the event of any violation, with clearly expressed and shared 
semantics between each party involved in the online contract.
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This section discusses works related to SLAs in three domains of distributed services. 
First, we discuss the proposed SLA structure for web services. Second, the frameworks of 
SLAs designed for grid computing are reviewed. Third, we discuss the main works that 
specifically focus on cloud computing. Finally, in this section, we include the main short-
comings of these SLA frameworks.

14.4.1 SLAs for Web Services

Several specifications for defining SLAs have been proposed for web services. Web service-
level agreement (WSLA) language [13] introduces a mechanism to help users of web services 
to configure and control their resources to meet the service level. Also, the service users can 
monitor SLA parameters at run time and report any violation of the service. WSLA was devel-
oped to describe services under three categories: (1) Parties: in this section, information about 
service consumers, service providers and agents is described. (2) SLA parameters: in this sec-
tion, the main parameters that are measurable are presented in two types of metrics. The first 
is resource metrics, a type of metrics used to describe a service provider’s resources as row 
information. The second one is composite metrics. This metric is used to calculate the combi-
nation of information about a service provider’s resources. (3) The final section of the WSLA 
specification is service-level objective (SLO). This section is used to specify the obligations and 
all actions when service consumers or service providers do not comply with the guarantees 
of services. WSLA provides an adequate level of online monitoring and contracting but does 
not clearly specify when and how a level of service can be considered a violation. Web ser-
vice offering language (WSOL) [14] is a service-level specification designed mainly to specify 
different objectives of web services. The defining concepts of service management, cost and 
other objectives of services can be presented in WSOL. However, WSOL cannot adequately 
meet the objectives of the new paradigm of cloud computing.

WS-Agreement [15] is created by an open-grid forum (OGF) to create an official contract 
between service consumers and service providers. This contract should specify the guar-
antees, the obligations and penalties in case of violations. Also, the functional require-
ments and other specifications of services can be included in SLA. The WS-Agreement has 
three main sections: name, context and terms. A unique ID and optional names of services 
are included in the name section. The information about the service consumer and service 
provider, domain of service and other specifications of service are presented in the context 
section. The terms of services and guarantees are described in greater detail in the terms 
section. These types of online agreements were developed for use with general services. 
For cloud computing, service consumers need more specific solutions for SLAs to reflect 
the main parameters of the visualisation environment; at the same time, these SLA solu-
tions should be dynamically integrated with the business rules of cloud consumers.

The primary shortcomings of these approaches are that they do not provide for dynamic 
negotiation, and various types of cloud consumers need a different structure for the 
implementation of SLAs to integrate their own business rules with the guarantees that are 
presented in the targeted SLA.

14.4.2 SLAs for Grid Computing

In the context of grid computing, there are a number of proposed specifications that have 
been developed especially to improve security and trust for grid services. In Ref. [16], an 
SLA-based knowledge domain has been proposed by Sahai to represent the measurable 
metrics for business relationships between all parties involved in the transaction of grid 
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services. Also, the author proposed a framework to evaluate the management proprieties 
of grid services in the life cycle. In this work, business metrics and a management evalua-
tion framework are combined to produce an estimated cost model for grid services. In our 
research, we extend this approach to build a general costing model based on the technical 
and business metrics of the cloud domain. The framework proposed in this work lacks a 
dynamic monitoring technique to help service customers know who takes responsibil-
ity when a service level is not provided as specified in SLA documents. Leff et  al. [17] 
conducted a study of the main requirements to define and implement SLAs for the grid 
community. The author provides an ontology and a detailed definition of grid computing. 
Then a scientific discussion is presented about the requirements that can help develop-
ers and decision-makers to deploy trusted SLAs in a grid community. A basic prototype 
was implemented to validate the use of SLAs as a reliable technique when the grid ser-
vice provider and customer need to build a trusting relationship. The implementation of 
the framework in this study does not consider important aspects of security and trust 
management in grid computing. Keung et al. [18] proposed an SLA-based performance 
prediction tool to analyse the performance of grid services. Keung uses two sources of 
information as the main inputs for the proposed model. The source code information and 
hardware modelling are used to predict the value of performance metrics for grid services. 
The model proposed by Keung can be used in other types of distributed computing. But 
in the cloud environment, this model cannot be integrated with a dynamic price model of 
cloud services. It needs to be improved by using different metrics for cost parameters to 
reflect the actual price of cloud services. The system proposed by Padget et al. in Ref. [19] 
considers the response time of applications in the grid systems. The main advantage of the 
proposed system is that it can predict the central processing unit (CPU) time for any node 
in the grid network before conducting the execution. When Padget tested the adaptation of 
the SLA model using a real experiment on the grid, the prediction system produced values 
for response time close to the values obtained when users executed the same application 
on the grid. Noticing the delay recorded for the large size of executed files, the author 
claims that the reason for this delay is the external infrastructure such as Internet connec-
tions. The author also discusses the impact of the time delay caused by external parties on 
the reputation of service providers when using SLA management systems. Although the 
author provides a good method for calculating the response time for grid resources, other 
metrics such as security and management metrics are absent in this work.

14.4.3 SLAs for Cloud Computing

The context of this research is the management of SLAs in cloud communities. In the sec-
tions above, we presented the frameworks and models in the current literature that are 
designed mainly for managing SLAs in traditional distributed systems. In this section, 
SLAs and approaches to agreement negotiations in the cloud community are presented.

Stantchev et al. [20] describe the QoS related to cloud services and different approaches 
applied to map SLA to the QoS. Services ontology for cloud computing is presented to define 
service capabilities and the cost of service for building a general SLA framework. The pro-
posed framework does not consider all types of cloud services; it is general and was tested 
only on the Amazon EC2. It also needs to consider other types of cloud providers such as 
PaaS, DaaS and SaaS. Our framework in this research considers this issue in the validation 
phase of the research. The framework developed by Wen et al. [21] focuses on the SaaS model 
of delivery in cloud computing. More details are provided on how the services can be inte-
grated to support the concept of stability of the cloud community, especially for SaaS.
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14.4.3.1  Shortcomings of the Proposed Works for SLAs in the Context 
of Distributed Services

The frameworks and structures that were discussed in the previous sections have the fol-
lowing problems:

 1. The existing frameworks focus more on the technical attributes than on the secu-
rity and management aspects of services.

 2. The proposed structures of SLAs in the above domains do not include a clear defi-
nition of the relationship between levels of violation and the cost of services.

 3. Most of the above studies do not integrate a framework of trust management of the 
service provider with the collected data from monitoring systems of SLAs.

 4. The concepts and definitions of service objectives and service descriptions included 
in SLAs are not easy to understand, especially for business decision-makers.

 5. The proposed works for cloud environments focus more on the evaluation of vir-
tualisation machines on local servers than on existing cloud service providers.

 6. Most of the proposed structures of SLAs are defined by technical experts.

14.5 Performance Measurement Models

Cloud providers have been increased to deliver different models of services. These services 
are provided at different levels of QoS. Cloud customers need to have a reliable mechanism 
to measure the trust level of a given service provider. Trust models can be implemented 
with various measurement models of services. As a part of this research, we investigate 
the use of a measurement approach to develop a general trust model for a cloud commu-
nity. In this section, the measurement model of SOA, distributed and grid services will be 
reviewed.

14.5.1 SOA Performance Models

Kounev and Buchmann in Ref. [22] propose an analytical approach to modelling perfor-
mance problems in SOA-based applications. The authors discuss the different realistic 
J2EE applications for large systems of SOA architecture. A validated approach has been 
tested for capacity planning of the organisations that use distributed services as an out-
sourcing infrastructure. The advantage of the proposed method is its ability to predict 
the number of application servers based on the collected information of SLA metrics. 
Chandrasekaran and Senthilanand [23] implemented a simulation tool to analyse the 
performance of composite services. The authors used an online bookstore as a case 
study to simulate experimental scenarios. They focus on measuring communication 
latency and transaction completion time. Real data sets were compared with the simula-
tion results. The authors state that the simulation tool presents results that approximate 
those of the real data. This type of simulation can be extended and applied to other 
distributed services. For cloud computing, more efforts are required to make this tech-
nique compatible with existing interfaces of cloud providers. Rud et al. in Ref. [24] use 
the web services business process execution language (WS-BPEL) composition approach 
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to evaluate the performance of utilisation and throughput of SOA-based systems in 
large organisations. They developed the proposed methodology using a mathematical 
model to improve the processes of SLAs in the SOA environment. The main focus of 
Rud’s method is on the management aspects of services. However, this approach does 
not consider the performance issues of response time, data storage and other metrics of 
technical infrastructure. For the optimisation of total execution time and minimisation 
of business processes cost, Menasce et al. in Ref. [25] provide an optimised methodol-
ogy based on the comparison of performance metrics of SOA-based services. In this 
study, Menasce developed the proposed method to estimate the cost level of all services 
that are registered in the SOA directory under medium-sized organisations. Then the 
cost metric is compared to the real performance of services. The parameters of the per-
formance metrics can be selected by service customers. Hence, the proposed model can 
be used for different types of services. Although the proposed method produces a high 
level of reliability and usability, issues such as risk management and trust mechanisms 
of the relationship between service providers and service customers are not discussed 
in more detail.

14.5.2 Distributed Systems Performance Models

Kalepu et al. [26] propose a QoS-based attribute model to define the nonfunctional met-
rics of distributed services. Availability, reliability, throughput and cost attributes are 
used in their work to define the performance of resources of a given service provider. 
Two approaches of resources are used to calculate the final value of reputation. The first 
resource is the local rating record. Ratings of services that are invoked by local custom-
ers are stored in this record. In the second resource, global ratings of all services that are 
executed on resources of a given service provider are stored. Although Kalepu et al. dis-
cuss the need to use SLA parameters to calculate the value of performance metrics, they 
do not explain how these parameters can be linked to the local global resources of a rating 
system. In Ref. [27], Yeom et al. provide a monitoring methodology of the performance 
parameters of service. The proposed methodology uses the broker monitoring systems to 
evaluate the performance of resources of a service provider. The collected data of perfor-
mance metrics are not maintained on the service consumer database. This method incurs 
low cost in terms of implementing measurement architecture but presents more risk in 
terms of privacy, availability of data and security. Such risks are not easy to control, espe-
cially in the case of multi-tenant distributed systems. Kim et al. in Ref. [28] analyse the 
quality factors of the performance level of services and propose a methodology to assign 
priorities to message processing of distributed web services based on the quality factors 
of services. This assigning aspect of their framework is a dynamic process in different 
service domains. They claim that their framework satisfies the agreement regarding ser-
vice level in web services. The validation methodology of the proposed work lacks a clear 
definition of the evaluation criteria and a description of the way in which the experiment 
was conducted to produce the claimed results. The work proposed by Guster et al. in Ref. 
[29] provides an evaluation methodology for distributed parallel processing. In the pro-
posed method, the authors use a parallel virtual machine (PVM) and real hosting servers 
to compare the results of their experiments. The efficiency of the evaluation method per-
formed better in PVM for the processing time. In the real server environment, the experi-
ments presented better performance in terms of communication time. The evaluation of 
this work does not include the implementation processes and the experiment results are 
not clearly explained.
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14.5.3 Cloud Computing Performance Models

Several studies already exist on the scalability of virtual machines. Most of these studies 
considered the measurement of performance metrics on the local machines. The back-
ground loads of tested machines are controlled to compare the results of performance 
with a different scale of loads. Evangelinos and Hill [30] evaluated the performance of 
Amazon EC2 to host high-performance computing (HPC). They use a 32-bit architecture 
for only two types of Amazon instances. In our study, we run various experiments on 
most types of Amazon EC2 instances. These instances are: small, large, extra large, high 
CPU, medium and high CPU extra large. Jureta et al. [31] propose a model called quality-
value-dependency priority (QVDP) that has three functions: specifying the quality level, 
determining the dependency value, and ranking the quality priority. These functions con-
sider the QoS from the customer’s perspective. However, the performance issues related to 
cloud resources are not discussed and details are missing regarding the correlation of the 
quality model with the costing model of services. Cherkasova and Gardner [32] use a per-
formance benchmark to analyse the scalability of disk storage and CPU capacity with Xen 
virtual machine monitors. They measure the performance parameters of the visualisation 
infrastructure that are already deployed in most data centres. But they do not measure the 
scalability of cloud providers using the visualisation resources. However, our proposed 
work profiles the performance of virtualisation resources that are already running on the 
infrastructure of existing cloud providers.

14.5.3.1 Shortcomings of the Proposed Works for the Above Performance Models

 1. The above proposed models for evaluating the virtualisation services focus on 
how to measure the performance of virtual machines using local experiments. 
However, the techniques used for measuring the actual resources of cloud pro-
viders need further refinement to ensure some level of trust between the service 
providers and the customers.

 2. Most of the proposed works on performance evaluation do not allow service 
customers to specify the parameters of performance metrics. In cloud comput-
ing, service customers need a more flexible and dynamic approach to modify the 
parameters of performance metrics to solve the problem of dynamic changes of 
service requirements and business models of customers.

 3. The experiments using the above proposed models do not specify the benchmarks 
for the performance evaluation.

 4. In cloud computing architecture, the relationship between performance monitor-
ing and cost metric is very important. The proposed models do not link the results 
of performance monitoring with the actual cost metric of services. Hence, service 
customers are not able to build a trust relationship with service providers without 
having a real cost model of services.

14.6 Conclusion

In this chapter, we have reviewed the proposed architectures for cloud computing and 
discussed the differences between cloud computing and other distributed services. 
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The discussion of cloud definitions, taxonomy and shortcomings of the existing defini-
tions of cloud computing are presented to provide a brief overview of the main concepts 
of the new paradigm of cloud computing. Then we have analysed the existing proposed 
framework of SLAs in the context of web services, grid computing and cloud comput-
ing. We have provided the main shortcomings of the existing frameworks of SLAs. 
Finally, we discussed the existing models of performance measurements for SOA, dis-
tributed services and cloud computing followed by the list of the main shortcomings of 
these models.
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15.1  Introduction

Studies by the U.S. Academy of National Engineering show that in the United States, 93% 
of exploited resources are never transformed into final products, 80% of all products are 
one-way products, and 99% of the material contents of goods become waste within 6 weeks 
[1]. In addition to poor resource productivity, end-of-life (EoL) products, for example, waste 
electrical and electronic equipment (WEEE), end-of-life vehicle (ELV) and end-of-life tyres 
(ELT), have become a major environmental problem in the world. For example, in Europe 
alone, the annual volume of WEEE generated is estimated to be around 6–7 million tons 
per year [2] and is expected to rise to 95 million tons in 2010 all over the world if current 
development trends persist [3]. Meanwhile, every year, approximately 800 million scrap 
tyres are disposed around the globe. This amount is expected to increase by approxi-
mately 2% every year [4]. Their hazardous contents put human health at risk and pollute 
the earth. This fact triggers the awareness of environmentally conscious societies to man-
age an effective product recovery process.

Product recovery requires that EoL products are acquired from the end users so that 
the value-added operations can be processed and the products (or parts from them) can 
be resold in the market. But the authors of Ref. [5] argued that the company never accepts 
individual returns as the channel returns from the end user have too high a cost to be effec-
tive. Nowadays, one of the most important trends in this area is to outsource EoL products 
collection to a specialised collector or provider. However, end users as one of the society par-
ties in the product recovery are obliged to deal with issues concerning the environment. For 
example, in the case of return of products under warranty, end users are usually responsible 
for the transportation of products or are required to contact the responsible original equip-
ment manufacturer (OEM) to dispose of their products. Unfortunately, in spite of this way of 
product return, people are often unaware of how to discard or return a product properly [6].

Recently there have been great advances in some technologies such as wearable comput-
ers and devices, wireless networks, sensor devices and control appliances. The improve-
ments regarding their connectivity, battery life, weight and size make it feasible to integrate 
computer systems in our daily lives, making ubiquitous environments a reality. However, 
since the advent of the web, more than 10,000 terabytes of information have gone online. 
In addition, more than 513 million people around the world have access to this global 
information resource [7]. So, how do all these people find the information they are most 
interested in from among all those terabytes? Also, how do they find the other people they 
would most like to communicate with, work with and play with?

Increasingly, people are turning to recommender systems to help them find the infor-
mation that is most valuable to them. Recommender systems, such as Netflix [8], using 
collaborative filtering, are a popular technique to dominate their respective market seg-
ments online. The systems hold the promise of delivering high-quality recommenda-
tions on palmtop computers, even when disconnected from the Internet. Furthermore, 
they can protect the user’s privacy by storing personal information locally, or by sharing 
it in encrypted form. These systems support a broad range of applications now, includ-
ing recommending movies, books, relevant search results and even pets. Unfortunately, 
there is little research assessing the effectiveness of these systems in influencing used 
products return service. In addition, articulating the end user’s preferences will not only 
make the EoL product return service more customer focused but also make the business 
more successful. We essentially aim at improving the bridge between end users and EoL 
product disposal flows to form a seamless, synchronous network that functions to support 
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the product recovery process from the end user’s point of view. Further, the proposed 
model will behave as an added personalised recommender to the end users in their return 
choices. In the process, the end users will have the impression that the system is entirely 
for them, thereby increase their self-confidence in the product return system.

The remainder of this chapter is organised as follows. In Section 15.2, we will give a 
brief review of product recovery management (PRM), ambient intelligence (AmI) and rec-
ommender systems. This is followed by a description of the emerging technologies and 
platforms that our research is going to build on in Section 15.3. In Section 15.4, we will 
describe our focal scenario and define the roles for each of the agents. Next, in Section 15.5, 
our proposed framework is explained. Finally, the conclusions and future work are high-
lighted in Sections 15.6 and 15.7, respectively.

15.2  Background

15.2.1  Product Recovery Management

PRM consists of two key steps, namely, collecting EoL products from end users (i.e., reverse 
logistics [RL]) and reprocessing the returns (e.g., remanufacturing) to capture their remain-
ing value. The objective of PRM is to make effective use of returns so as to maximise the 
value of this resource. One of the first publications that shaped the area of RL [9] defined 
the five product recovery systems: remanufacturing, repairing, refurbishing, cannibalisa-
tion and recycling. Their study included a comprehensive discussion of the product design 
approach for recovery, the importance of reducing disposal waste, the preparation of cus-
tomers for green products and environmental legislation issues for recovery systems. Refs. 
[10] and [11] categorised recovery simply into material recovery [12] (recycling) and added 
value recovery [9] (remanufacturing). Comprehensive reviews on the issues in environ-
mentally conscious manufacturing and product recovery were provided in Ref. [13].

One of the key concerns of the companies involved in product recovery is the EoL prod-
uct collection as mentioned in Ref. [5], especially the acquisition of the data required to 
make accurate analyses on PRM issues [14–17], such as information on the composition of 
products and information on the magnitude and uncertainty of return flows [9]. In fact, it is 
the first activity of product recovery and triggers the other activities of the recovery system. 
Logistics literature is remarkably rich in papers that deal with the collection operations 
in the context of product recovery and recycling. For example, Refs. [18–25] are some of 
the studies that consider the collection facility of the location–allocation problem. Another 
issue about this activity is the need to foster and manage EoL product acquisition via incen-
tive mechanisms (see Refs. [5,26,27] for instance). Meanwhile, in an impact assessment on 
WEEE, the collection rate seems to be an agreed indicator worthy of further study. In par-
ticular, how to make a good estimation of collection rates will become a new issue [28].

15.2.2  Ambient Intelligence

AmI, proposed by the European Commission Information Society Technologies Advisory 
Group, refers to a seamless and invisible computing environment, which is able to provide 
users with proactive and adaptive services [29]. In light of this statement, the key fea-
tures of AmI systems are embedded, context-aware, personalised, adaptive and anticipa-
tory [30]. Practically, AmI has potential applications in many areas of life, including in the 
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home, office, transport, industry, entertainment, tourism, recommender systems, safety 
systems, e-health and supported living of many different variations. For example, the 
authors of Refs. [31–33] described an architecture called SALSA (a middleware designed to 
support the development of AmI environments based on autonomous agents), for health 
care, which uses agents as abstractions, to act on behalf of users, to represent services and 
to provide wrapping of complex functionality to be hidden from the user.

Nowadays, the development of AmI is a very complex task because this technology must 
often adapt to contextual information as well as unpredictable behaviours and environ-
mental features. Some authors (e.g., Ref. [29]) have stressed the need to combine distributed 
intelligence paradigms within the architectural levels identifiable in AmI systems, namely, 
ubiquitous computing devices (in particular, pervasive computing devices, such as produc-
tion data acquisition [PDA]), ubiquitous wireless communication, intelligent multi-modal 
interfaces, artificial intelligence and multi-agent systems. Furthermore, beyond e-business 
and e-commerce, a number of trends have emerged in technology and in the ways in 
which technology is deployed in the field of AmI-related applications. These trends rep-
resent remarkable new opportunities for the development of new functions and services, 
especially in the area of marketing and advertising.

15.2.3  Recommender Systems

Recommender systems are designed to make recommendations (typical products and ser-
vices) to users of the Internet based on prior user actions and a model of user preferences. 
Often, this model is derived from cross-similarities among activity profiles across a collec-
tion of users, in which case it is termed collaborative filtering. A familiar example of collab-
orative filtering is Amazon.com’s ‘customers who bought’ feature. In addition, the authors 
of Ref. [34] suggested the use of recommendation agents as a promising approach in future 
e-learning systems, where a recommender agent saw what a student was doing and recom-
mended actions. Meanwhile, the recommender system can be used to provide the user with 
access to political documents and to political information according to the user profile [35].

The work given in Ref. [36] presented an overview of the field of recommender sys-
tems and the recommendations were classified as content based, collaborative and hybrid. 
Research into those systems, for example, Ref. [37], attempted to extend the functionality 
of conventional recommender systems. This involved designing proactive systems that 
were intelligent and ubiquitous advisors in everyday contexts, which reduce the infor-
mation overload for the user, and were sensitive, adaptive and responsive to user needs, 
habits and emotions.

Also, there are some agent-based e-commerce systems as well as fuzzy-based recom-
mended systems that are available in the literature [38–40]. In addition, the authors of Ref. 
[41] provided an Internet-based recommender system, which employs a particle swarm 
optimisation (PSO) algorithm to learn the personal preferences of users, as well as tai-
lored suggestions. They found that, in general, the PSO-based system was faster, particu-
larly when compared with the genetic algorithm (GA), and more accurate than its rivals in 
matching user profiles. In a similar vein, Ref. [42] presented a new collaborative filtering 
algorithm along with five peer-to-peer architectures for finding neighbours.

15.2.4  Summary

As consumer demand and government regulations for more environmentally sustainable 
products continue to grow, design-effective EoL products that return service must include 
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support for end users’ decision making. According to the literature review, most papers 
focus on EoL product collection from the practitioner’s perspective; very few studies pay 
attention to EoL product issues from the end user’s point of view. This research is trying to 
fill this gap. In this chapter, we adopt the multi-agent paradigm for designing and imple-
menting AmI recommender systems. If successful, this pipeline will loop back on itself to 
become a sustainable production–collection cycle. Successfully balancing collection and 
production will produce a new ballpark figure for waste and environmental damage: zero.

15.3  Emerging Technologies and Platforms

15.3.1  Near-Field Communication

In recent years, near-field communication (NFC), a radio-frequency identification (RFID)–
related standard that has emerged from the telecommunication industry, denotes a tech-
nology that enables the integration of RFID functionality into personal devices such as 
mobile phones, thus making them both an RFID reader and an RFID transponder device 
[43]. Predictions indicate that there could be as many as 1.95 billion NFC-enabled devices 
by 2017. Many applications take advantage of the touch-like interactions between them to 
facilitate mobile payment, ticketing or information retrieval. The goal of this programme 
is to create a user-friendly, convenient product recovery experience for the customers and 
to improve the economics and efficiency of the retail operation.

15.3.2  Product-Embedded Information Devices

Product-embedded information devices (PEIDs), a new generation of products, are avail-
able in the market. Among other innovative features, these products allow the monitoring 
of new parameters of the product and its environment along its whole life cycle. Unlike 
the actual approach of data creation, management and use, which focuses on product 
type, new emerging technologies allow focusing on product items. This is a new para-
digm in that it is possible to monitor each single item of a product type. Instead of gath-
ering information for the next version of a product, the gathered data can be analysed 
and transformed into information and knowledge that can then be used to optimise the 
whole life cycle, including the EoL stage [44]. Among the various PEIDs, RFID stands at 
the forefront of the technologies driving the vision, mainly due to its maturity and low 
cost and consequently its strong support from the business community. Furthermore, tags 
will communicate only with readers, not with other tags; so, instead of peer-to-peer types 
of communications, the nature of RFID protocols will tend to be one-to-many, with one 
reader communicating with many tags [45].

15.3.2.1  Radio-Frequency Identification

RFID is a semiconductor-based technology that can be used to identify objects that are com-
posed of three elements: an RFID tag formed by a chip connected with an antenna, an RFID 
reader that tracks the physical movement of the tag and passes its digital identity and other 
relevant information to a computer system, and finally a middleware that bridges RFID 
hardware and enterprise applications [46]. Compared with the traditional bar code systems, 
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it has many benefits; for example, accurate and fast data gathering without human interven-
tion, operations in a harsh environment, and its ability to sense the surroundings [47,48].

Owing to these benefits of RFID technology, recently, concepts, standards and solutions 
for the integration of RFID in enterprise applications have been dramatically highlighted 
from industry, such as Wal-Mart, and the U.S. Department of Defense has mandated that by 
2005, suppliers must deliver ePC-tagged cases and pallets that are ready for RFID tackling 
[49]. Intel identified RFID as a potential technology to track inventory in the return process. 
Hewlett-Packard (HP) also started tagging its printers, which allows identification of indi-
vidual units that have been returned, repaired or recycled. In a similar way, Dutch telecom 
carrier KPN (in full Koninklijke KPN N.V., also Royal KPN N.V., the largest telephone com-
pany in Netherlands) is undertaking a trial whereby KPN stores apply tags to returned or 
unsold phones. The tag on a returned product carries an identification number as well as 
the reasons for its return. Then, upon arrival at the distribution center (DC), phones that are 
fitted for use are immediately directed for resale while the others are sent for rework [50].

In addition, technologies such as RFID enable the tracking and tracing of products that are 
recently launched to obtain more product information through the whole product life cycle. 
Thanks to these techniques, the uncertainty in the product recovery caused by a lack of infor-
mation and control mechanisms regarding quantity, timing and product compositions, and 
the quality of returns can be largely reduced. There have been some published researches 
dealing with necessary information and the overall framework for EoL product recovery 
optimisation. For example, Ref. [51] described product information availability and require-
ments during product recovery decision making, and addressed the role of networked RFID 
systems in delivering the requisite product information to improve product recovery deci-
sions. Another example of applying condition monitoring to power tools to enhance eco-
nomically beneficial remanufacturing was presented [52]. Instead of monitoring individual 
products, we can also monitor just inventories of products. So, in terms of how chips in crates 
are used to optimise the product recovery process, interested readers please refer to Ref. [53].

Furthermore, the authors of Ref. [54] believed that information management is the key to 
creating an efficient PRM and that RFID can be actively used to manage product returns. 
Ref. [55] mentioned using RFID to improve the quality of data and reduce the amount of 
manual data transfer of information in the supply chain to enable a product data manage-
ment system. Ref. [56] felt that future improvements in PRM will be driven by technological 
developments such as RFID that will allow low-cost remote monitoring of information for 
a wide range of products and their processes. The details of RFID applications with respect 
to enhancing product recovery value in closed-loop supply chains are discussed in Ref. [57].

15.3.3  Internet of Things

Internet of things (IoT) can be defined as: ‘A global network infrastructure, linking physical 
and virtual objects through the exploitation of data capture and communication capabili-
ties. This infrastructure includes existing and evolving Internet and network develop-
ments. It will offer specific object-identification, sensor, actuator and connection capability 
as the basis for the development of independent federated services and applications. These 
will be characterized by a high degree of autonomous data capture, event transfer, net-
work connectivity and interoperability’ [58].

From the point of view of an end user, the most obvious effects of introducing IoT will 
be visible in EoL product disposal activity. In this context, it improves the EoL product 
management in the product recovery context and allows the linkage of products identity 
information from a tag to other information stored on networked databases [59].
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15.4   Agent-Based Used Products Return Service

15.4.1  Scenario Description

The aforementioned technologies produce new opportunities for practitioners to achieve a 
more environmental friendly ambient recommender system of EoL product disposal and 
collection. Bear this in mind; we are going to consider the following envisioned scenario 
as our research focus:

Imagine a person who wants to discard an EoL product. To do so, he/she will only have 
to follow several steps: first, he/she scans the RFID tag on the EoL product and chooses 
the disposal option; shortly afterwards, the EoL product collectors’ information will be 
forwarded to him/her together with the EoL product treatment options as well; once he/
she confirms one of these options displayed on his/her cell phone, a certain EoL product 
collector will contact him/her to sort out the EoL product collection issues.

The core nature of this scenario is that the end users get their EoL products treatment 
information from the Internet by simply touching an RFID tagged product with their 
mobile devices. We think in a perfect case of a recommender system, advertisements will 
become irrelevant. You would have a direct mapping between customer desire and service 
awareness. We chose this scenario since it provides realistic benefits for the end user and 
the society, appears frequently enough in everyday life, is possible to be deployed, and can 
be explained and understood quickly. On this basis, we are trying to model how informa-
tion flow works, underlying our envisioned scenario.

15.4.2  Agent-Based Modelling

As outlined in Ref. [29], the multi-agent approach somehow finds a ‘natural’ application 
with AmI since it enables the development of systems in which the intelligent and autono-
mous functions are exhibited both by the individual devices and by their interaction in a 
network of devices. In this section, the roles for each of the agents within the e-disposal 
framework were defined and a detailed description of the responsibilities for each of these 
roles was provided. We assume that each EoL product has been tagged with an RFID-like 
tag, that is, what we called ‘smart product’ in this research, and in the meantime, each EoL 
product holder has an inherent willingness to return it.

15.4.2.1  User Agent

In our e-disposal scenario, we assume that each end user will be in possession of one 
kind of mobile devices (e.g., cell phones, personal digital assistants, laptops or tablets) that 
works as a user agent. The function of a user agent is twofold: first, it can help its owner to 
be registered with the local directory service provider; second, by reading different RFID 
tags embedded in smart products, a master agent (i.e., a user agent) can generate a series 
of slave agents in which each agent is responsible for a single RFID-related event and 
sends these agents to various destinations in the network to perform specific tasks such as 
migration and enquiry.

15.4.2.2  Collector Agent

A collector agent represents an entity (e.g., dealer, dismantler or third party) that is physi-
cally located inside the coverage area of the local directory service provider. There can 
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be multiple collectors inside a given area that are specialised in different kinds of EoL 
product collection activities. Consequently, one of the collector agent’s tasks is to get its 
representative collector registered with the local directory service provider. Apart from 
this, the main task of a collector agent is to provide appropriate services to every residing 
slave agent.

15.4.2.3  Directory Agent

The role of a directory agent is more like a yellow page service provider that primarily pro-
vides lookup services for user agents and collector agents. Therefore, we have divided our 
whole target environment into several clusters and each one of these clusters is composed 
of one directory agent, multiple user agents and multiple collector agents. In any given 
cluster, for instance, a user agent may submit a disposal request to the directory agent. The 
request consists of some requirements that specify the EoL product collection services that 
are needed by a user agent. When such a lookup service is finished, the directory agent 
will reply the user agent with a list of suitable collector agents. Then the user agent can 
contact the selected collector agent(s) directly. By using this architectural design concept, it 
is not necessary for a collector agent to establish a knowledge database about all other peer 
agents. This approach will significantly reduce the communication overhead and simplify 
the internal structure of each individual collector agent.

15.4.2.4  Coordinator Agent

It is responsible for all types of communications between agents. In common terms, it 
facilitates the information exchange between different players in an e-disposal scenario, 
for example, the communication between an end user and an EoL product collector.

15.5  Ambient Recommender Systems for Used Product Return Service 
System Design

15.5.1  Design Environment

To examine our hypothesis, we are actively implementing the simulation system with 
NetLogo. NetLogo is a cross-platform and programmable multi-agent modelling environ-
ment for natural and social phenomena simulation [17]. Each agent is created through a 
turtle keyword in NetLogo and can follow instructions independently and simultaneously. 
The NetLogo platform offers advantages for simulating a generic mobile agent framework. 
The interfaces provided by NetLogo are user friendly. This platform is ideal for fast pro-
totyping, for modelling and simulating frameworks that are based on concurrently active 
agents. A simple and efficient scripting language allows entities to be controlled and their 
interaction with the environment to be described.

15.5.2  System Working Principles

To build our framework in a modular style and also to make our explanation more 
user friendly, we have devised the following modules that are interlinked with each 
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other during our current implementation: registration module, communication module, 
 migration module and enquiry module.

15.5.2.1  Registration Module

The goal of a registration module is to let master agents (i.e., user agent and collector agent 
in our framework) register with the directory agent via the coordinator agent. Therefore, 
the registrations can be done as follows:

 1. User agent registration: The concept behind the user agent registration is that 
whenever a user agent enters a new cluster (although our discussions are mainly 
carried out within the same cluster, this is definitely the case for a wider geograph-
ical distribution scenario), it will submit its registration details to the responsible 
directory agent. Thereafter, the directory agent will store such registration details 
in its corresponding database. The whole process or communication is processed 
through the coordinator agent.

 2. Collector agent registration: In general, since a collector agent is not as mobile as 
a user agent, this type of registration is more like a once-off registration (although 
the collector’s profile updating might occasionally cause re-registration, this is 
temporarily out of the scope of this chapter). So, the process of collector agent 
registration is that a collector agent submits its registration details to the directory 
agent and gets back registered information before it can join the iteration of our 
e-disposal framework. Collector registration is also routed through the coordina-
tor agent.

15.5.2.2  Communication Module

Communication is the most fundamental type of interaction between agents. To ease our 
discussion, the agent who is sending the message is often referred to as the sender and 
the receiver means the agent who is receiving such a message, while the coordinator agent 
stays in between the sender and the receiver to make such communication possible (see 
Figure 15.1).

The role of the sender and the receiver is often swapped, depending on the specific situ-
ation. For example, when a new user agent enters a cluster, it has to send a registration 
request message to the local directory agent via the coordinator agent. Then the message 
will be stored at the requesting queue, waiting for further treatment. By now, the sender 
is the user agent and the directory agent acts as the receiver. Once the registration is done, 
the directory agent will send back a confirmation message through the coordinator agent 
with a text such as ‘Welcome new user, your registration has been completed!’ So, for now, 
the directory turns to the sender and the user agent becomes the receiver.

Sender Coordinator
agent Receiver

FIGURE 15.1
Communication through the coordination agent.
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15.5.2.3  Migration Module

The key players involved in migration module are a set of slave agents that are created by 
their corresponding master agents. The migration module is activated only when a slave 
agent is going to move to its destination agent. Taking a user agent, for instance, it can cre-
ate a wide range of slave agents and dispatch them via the user’s mobile device, and each 
one of these slave agents is responsible for a particular disposal task. For the rest of this 
section, we are going to depict how the migration module works by using this example.

First, in the NetLogo environment, we have assumed that each slave agent is represented 
in the form of a randomly predefined number called ‘running time’. The sample code at 
the user side is shown in Figure 15.2.

Then, when dispatching a slave agent, we include the user agent’s details, unique slave 
agent’s ID, size of the slave agent and the running time in the message. We have created 
two lists: SlaveAgentInfoList and JobPendingList. The user agent has to save the unique slave 
agent’s ID, receiver’s ID and the size of the message in the SlaveAgentInfoList as soon as a 
slave agent is created so that it could be retrieved in future. In general, each user agent 
holds one such list. The JobPendingList is to execute the job request, and each collector holds 
one such list.

Next, on the receiver side, a collector agent recognises a user slave agent and sends an 
acknowledgement (ACK) message back to the user agent about the arrival of a specific 
slave agent. Thereafter, unless its master agent (i.e., user agent) recalls it from the collector 
agent regardless of the completion of the task, the user slave agent will stay at the collector 
agent until its allocated running time is completed. This process is illustrated through the 
following sample code shown in Figure 15.3.

FIGURE 15.2
Sample code for a slave agent migrating from a user agent.

FIGURE 15.3
Sample code for a slave agent migrating to a collector agent.
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At the end of each round of execution, the collector agent will invoke a NetLogo  procedure 
that is named to execute to deal with the remaining tasks in their JobPendingList. We have 
followed the round-robin approach to process these remaining tasks, that is, at every tick, 
each job in the queue of JobPendingList will be revisited. This implies that each remaining 
job shares the same priority of being assigned to be processed by the central processing 
unit (CPU). Therefore, we divided the capability of the CPU into equal timeslots by using 
Equation 15.1:

 Timeslot = 
CPU_Capability

number of jobs in the RemainingJobbList  (15.1)

And the following two cases will be treated separately:

 1. Running time ≤ available timeslot: In this case, the waiting task will be assigned 
to the CPU and the completed task will be moved to another list called JobDoneList. 
If a portion of the timeslot of this finished task is left available, it will be added to 
the next job’s timeslot under the same tick.

 2. Running time > available timeslot: Under this situation, the running time is split 
into two parts: The first part of running time that equals a standard timeslot will 
be pulled out and assigned to the CPU, whereas the second part of running time, 
which is equivalent to the remainder of (running time–available timeslot), will be 
assigned to the CPU for further treatment in a round-robin fashion.

In both cases, the collector agent needs to manage its system load by itself. Here, we use 
Equation 15.2 to measure the load of the system, that is, how much load the system is cur-
rently handling.

 
System load  

CPU_Used
CPU_Capability ticks

=
×  

(15.2)

where the CPU_Used is the sum of the execution time of the jobs that have been assigned 
to the CPU up to now. Therefore, for the first case, the CPU_Used equals (CPU_Used + run-
ning time), whereas in the second case, the CPU_Used equals (CPU_Used + time slot).

After sending a slave agent to a collector agent, our framework will run for several ticks 
and then move onto the following module to make sure that such slave agent has reached 
its destination.

15.5.2.4  Enquiry Module

In the migration module, we have mentioned about SlaveAgentInfoList. This list stores the 
unique slave agent ID, receiver’s details and the size of the message packet. The functional-
ity of the enquiry module is performed through the following two steps:

•	 The user agent pulls the first item from the SlaveAgentInfoList and extracts the 
slave agent ID and receiver’s details out of it. The sender enquires about the status 
of such slave agent by sending a request containing ‘slave agent ID’ to the receiver. 
This process repeats until all the items in the SlaveAgentInfoList are pulled out and 
enquired about the completion of their tasks under the same tick.
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•	 At the receiver side, the receiver checks the slave agent ID in its JobDoneList. If the 
searching object exists in the JobDoneList, it will reply with ‘Task is Finished or 
ACK’ status; otherwise, it will send a message with ‘Task is incomplete or non-
ACK’ status, which means that the slave agent ID is still in the JobPendingList.

Our implementation mainly deals with communication among the three major agent 
types: user agent, collector agent and directory agent of our proposed framework in Section 
15.7. One user agent can use his/her mobile device to generate multiple slave agents and 
dispatches them to various collectors where different facilities can be provided for slave 
agents to execute. The proposed architecture is based on the assumption that all products 
have been tagged with the item-level RFID. They can be identified in each step of the busi-
ness process, such as during disposal/collection.

15.5.3  System Implementation

In this section, some implementation details are explained with several sample code sec-
tions (see Figure 15.4) and a screenshot in NetLogo (see Figure 15.5).

•	 First, in the procedure of breed, different types of agents and their corresponding 
variables are defined

•	 Second, in the procedure of to setup, the specific properties of each type of agent 
will be further created

•	 Third, in the procedure of to go, the NetLogo will execute the code within this 
procedure repeatedly once the go button has been activated

Next, some plotting functions such as network utilisation and system load will also be 
invoked right after the to go procedure.

Our implementation mainly deals with the communication among the three major 
agent types: user agent, collector agent and directory agent of our proposed framework 
in Section 15.4.2. One user agent can use his/her mobile device to generate multiple slave 
agents and dispatch them to various collectors where different facilities can be provided 
for slave agents to execute. The proposed architecture is based on the assumption that all 
products have been tagged with item-level RFID. They can be identified in each step of the 
business process, such as during disposal/collection.

It can be observed that, in Figure 15.5, several turtle shapes in NetLogo are used to rep-
resent different agent types: ‘computer server’ stands for directory agent, mobile agent 
is modelled as ‘person’ and ‘house’ shape has been chosen to represent collector agent. 
Meanwhile, the white background behind each ‘computer serve’ means the coverage area 
of the directory agent. In our model, the directory and collector agents are static entities, 
whereas, the mobile agents are all movable around the environment.

15.5.3.1  Step 1: Registration with the Directory Agent

The e-disposal process cannot proceed unless the user agent(s) and the collector agent(s) 
are correctly registered with the directory agent. Therefore, in our proposed framework, 
the function of the registration module needs to be performed first on top of anything else. 
The implementation of a user agent’s or a collector agent’s registration in NetLogo environ-
ment can be done by following the stages below. Owing to the fact that both registrations 
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share the similar characteristics, hereafter, we only describe a collector agent’s registration 
for demonstration purpose.

 1. Registration message sending: As shown in Figure 15.1, since the coordinator 
agent is a mediator for communications actually taking place between the sender 
and the receiver, to complete the registration, first, a collector agent has to send a 
registration request message to the coordinator agent, and the latter will forward 

FIGURE 15.4
Sample code of prototype implementation in NetLogo.
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such message to the directory agent for the purpose of registration. In NetLogo, 
we can translate such process into a NetLogo procedure as shown in Figure 15.6.

   While ‘ask’ is a NetLogo command that can be used to give an order to an agent 
(i.e., coordinator agent in this case), forward_msg is also the name of a NetLogo pro-
cedure and it can accept five types of variables (i.e., sender ID, receiver ID, message 
content, unique message ID and the size of the message) as its input.

 2. Registration message pretreatment: After receiving a registration message con-
taining five parameters from a collector agent, the coordinator agent will save this 
message in a waiting list. Meanwhile, according to the size of the message, the 
following two cases will be treated:

 a. Request message size ≤ network capacity: Network capacity is the maximum 
size of the message that a coordinator can handle. In this condition, the coor-
dinator agent will pull out the details of the message from the waiting list and 
forward it to the directory agent by using a NetLogo procedure called send_
msg. The following piece of code (see Figure 15.7) shows you how it works.

 b. Request message size > network capacity: In this case, the coordinator agent 
cannot handle the size of the message. Therefore, it will split the message into 
two parts where the first part is of size equivalent to the network capacity value 
and the second part holds the remaining size of the message. Then, the first 
part of the message will be distributed over the network as usual, whereas the 
second part will be held temporarily. Next, the coordinator agent will verify 

FIGURE 15.6
Communication through the coordinator agent.

FIGURE 15.7
Sample code of send_msg.

FIGURE 15.5
Screenshot of prototype implementation in NetLogo.
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the size of the second part again by referring to the criteria of situations (a) and 
(b) until the message can be eventually forwarded.

 3. Registration message processing: After receiving the registration request message 
from a collector agent, the directory agent will search the incoming message ID 
in its registration queue. If the directory agent can match the incoming message 
ID with any of the existing message IDs in the registration queue, it will simply 
discard the new message since such message is being processed. Otherwise, if the 
new message ID cannot be located in the registration queue, the directory agent 
will add such message into the queue waiting for further treatment. Once the reg-
istration request has been processed, a piece of the ACK information will be sent 
back to the corresponding collector agent via the coordinator agent. The following 
code script (see Figure 15.8) illustrates this process.

   The functionality and input parameters of the method forward_msg here is simi-
lar to the forward_msg method in step 1. The forward_msg method accepts five 
parameters as an input: sender ID, receiver ID, message content, unique message 
ID and size of the message.

 4. Registration message feedback: The coordinator agent stores the details of the 
ACK message from the directory agent and then forwards it to the corresponding 
collector agent. The sample code for this process is shown in Figure 15.9.

 5. Registration message checking: In the NetLogo procedure of send_msg, the col-
lector agent checks whether the feedback message ID matches the registration 
request message ID stored in its own database when such request was initially 
submitted. If the answer is yes, the collector agent will remove such message ID 
from its database. By now, a typical process of a collector agent registering with 
the director agent is done. In a similar way, the same process is also applied to 
other registration cases such as a user agent registering with the director agent.

15.5.3.2  Step 2: List of Candidate Collectors Acquiring

After the registration step, on each execution of our proposed e-disposal strategy, any user 
agent can send a randomly chosen EoL product disposal request to the directory agent. 
On receiving such requirement, the directory agent will verify the details of registered 
EoL product collectors stored in its registration database. As soon as a collector, with the 
required EoL product processing capabilities that are needed by an enquirer, is found, it 

FIGURE 15.8
Sample code of registration message processing.

FIGURE 15.9
Sample code of registration message feedback.
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will be promptly put into a list. When no more collectors can be found, the directory agent 
will return the user agent with a final accumulated list of candidate collectors. In case the 
same user agent might request different lists of collectors based on various EoL product 
disposal requirements, we follow a random picking rule to give equal weight to all the 
requirements belonging to an individual user agent.

15.5.3.3  Step 3: Candidate Collectors’ System Load Enquiry

After making sure that the list of candidate collectors has been received, the user agent 
will compare the network utilisation with a load-balancing threshold value (LBTV). Here, 
the network utilisation means the ratio of current network traffic to the maximum traffic 
that the port can handle. It indicates usage of the bandwidth in the network. In our frame-
work, we calculate the value of network utilisation by using Equation 15.3

 
Network utilisation = 

Packet_Sum
ticks Network_Capacity×  (15.3)

where Packet_Sum is the summation of sizes of packets assigned to the network till now, 
Network_Capacity is the maximum size of the message packets that the network can han-
dle, and tick is a single time unit in the NetLogo environment.

While LBTV is a value varying from 0 to 1, it is regarded as a threshold value for the 
coordinator agent to balance the message packets. The value of LBTV can be adjusted by 
using a slider button. After adjusting LBTV, we will compare the network utilisation with 
the adjusted LBTV by considering the following situations:

 1. Network utilisation ≤ LBTV: which means that the network is not overloaded with 
messages or requests; hence, the sender (user) will directly communicate with the 
collectors in the candidate list by sending a message to them. At the receiver side, 
the receiver checks the request and replies back with a relevant message such as 
ACK to the sender.

 2. Network utilisation > LBTV: that is, the network is overwhelmed with messages 
or requests; in that case, the user agent needs to send the message or request 
to the collector with the underutilisation and having the shortest response time 
among the candidate collectors. To locate the collector with the above qualities 
among the candidate collectors’ list, the user agent broadcasts a message to each 
collector in the candidate collectors’ list to acquire a list of system loads of each 
collector.

After receiving all the requests for the system loads from the same user, the last collector 
in the candidate collectors’ list takes the responsibility to gather the system loads of each 
collector to compile a list. The compiled list will be sent back to the user. The communica-
tion module plays a key role to facilitate this interaction.

15.5.3.4  Step 4: Disposal Request Sending

The functionality of the migration module will be performed in this step. By using the 
system loads list obtained in the previous step, the user agent builds its plan consider-
ing the lowest system load and sends out a slave agent to that particular collector agent. 



375Used Products Return Service Based on Ambient Recommender Systems

© 2008 Taylor & Francis Group, LLC

Meanwhile, two lists will be created: one is the SlaveAgentInfoList on the user agent side; 
the other is the JobPendingList on the collector agent side. Then the landing slave agent 
will continue to work at the collector agent until it finishes its task, unless the user agent 
wants to retrieve it. By now, a simulated networking mechanism is illustrated. With the 
user’s movement, information should always be available to him/her at any new location. 
Therefore, the framework presented here is to be flexible, high performing and easy to 
implement.

15.6 Conclusions

From a business perspective, the product recovery process begins when the end user 
returns the product and ends when the company has recovered the maximum value. 
Thanks to the rapid development of information technology, the efficient management 
of product recovery-dependent EoL product information generated in reverse logistic 
networks across end users, collectors, redistributors and re-processors (remanufacturers, 
recyclers, etc.) has surfaced as an important factor.

The conceptual framework presented in this chapter is a contribution to the request in 
the literature [26] to formulate concepts and theories for analysing and understanding the 
implementation process of sustainability in used products return services. In detail, we 
are currently developing a new version of used products return services intended to sup-
port the broader aspects of end users’ positive environmental consciousness. Particularly, 
we are interested in exploring the possibilities enabled by treating e-disposal/collection 
as a two-way channel between the collectors and end users. The proposed framework is 
a recommender system for personalisation based on multi-agent architectures, especially 
the agents’ design and the agents’ communication. As web content and users’ interests are 
both highly evolving, the proposed system filters a complete listing of programmes to only 
those matching a user’s personal profile. By utilising this information, we believe that a 
more intelligent and responsive interface between users and collectors and the computing 
infrastructure can be implemented in a seamless environment.

The main contribution relies in addressing used products return services in the con-
text of pervasive environment, by providing the end users with comprehensive support 
for enabling disposal-aware AmI systems to obtain a globally sustainable development. 
Furthermore, companies that use e-disposal strategy as an opportunity to enhance busi-
ness will prosper by maintaining customer support, the ultimate issue for profitability.

15.7  Future Work

Additional empirical research is necessary to test this framework. The relationship 
between the convenience characteristics for the end user and used products return ser-
vice with the implementation strategy for sustainability is an essential element in this 
study. A multiple case study approach [60] would be a desirable method to test this frame-
work. Furthermore, while this chapter has discussed agent-based filtering primarily in 
the context of the disposal/collection task, we are confident that this technique can help to 
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form the basis for agents that provide an information channel to people engaged in tasks 
in the physical world. Future developments will focus on providing further capabilities. 
Meanwhile, making the information of all the EoL products easily achievable without the 
risk of downstream information overflow has also proved to be especially challenging. We 
believe that the results will add a new ‘innovation’ dimension and stimulate the further 
development of theory building and conceptual development within the interdisciplinary 
field of sustainability and product recovery research.
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